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A CATALOGUE OF SUPERNOVA REMNANT CANDIDATES
IN M83

Joseph E. McCullough *
Department of Physics and Astronomy
The Johns Hopkins University
Baltimore, MD 21218
received May 20, 1994

ABSTRACT
Observations of the face-on spiral galaxy M83 (NGC5236) performed at the Cerro Tololo Inter-
American Observatory in Chile have yielded a catalogue of supernova remnant candidates (SNR).
These observations were performed with the 4 m telescope and a prime focus CCD imaging system
using narrow band interference filters centered on the light of [S II], Hg, [O III] and red and blue
continuum bands. Based on the strong relative [S 11]:Hg emission, 38 emission nebulae have been
identified as SNR candidates. Positions, diameters and luminosities of the candidates are presented.
We also have attempted to identify optical counterparts for the six historical supernovae that have
occurred in M83. Except for the one reported previously, none of the historical supernovae have been

detected by this survey.
INTRODUCTION

The luminosity of a supernova (SN) is comparable to that
of an entire galaxy. This intense light, however, fades
quickly and most optical supernovae (SNe) disappear
within a year or less. As the shock wave from the exploded
star interacts with the circumstellar and interstellar
medium (ISM), the luminosity once again rises in what is
now called a supernova remnant (SNR). For a SNR to
become bright enough to detect optically, the expanding
blast must encounter relatively dense circumstellar
material. The evolution of a SNR consequently depends
heavily on the density and composition of the surrounding
medium. It often takes thousands of years after a star
explodes before we see a SNR. These remnants in turn
can affect the ISM. They provide substantial energy input
(typically 1044 J/SN) and return processed material back to
the ISM.

The study of young SNRs (before they have sufficiently
interacted with the surrounding material) is important
because it provides information on the final evolutionary
stages of the progenitor star (e.g. mass and composition).
The study of large samples of SNR’s in a galaxy can be
used to investigate global properties of the galaxy’s ISM

Joe graduated from Johns Hopkins University in 1992
with a major in physics. Since that time, he has been
teaching physics at Trinity-Pawling School in upstate
New York. During his spare time, Joe is an outdoor
enthusiast and is an avid mountain climber. He hopes
to attend graduate school next year.

and SNR evolution. It also can give a rough estimat2 of
the SN rate, which can in turn be used to determine the
structure, kinematics and composition of the ISM. 1 The
study of SNRs in our own galaxy is difficult because of
uncertain distances to individual objects and the high
extinction along the line of sight. Extragalactic SNR
studies are advantageous in that all SNRs in the sample are
at almost the same distance away, and hence can be
compared directly. It has been shown ! that SNe (and
consequently their remnants) are more difficult to detect in
galaxies that are nearly edge-on (i > 60°), affecting
estimates of the actual SN rate in these galaxies. By
studying galaxies that are nearly face-on, the effects of
extinction can be minimized.

Extragalactic searches for SNRs were pioneered by
Mathewson and Healy in 1964 2 and then by Mathewson
and Clark in 1973 3. They used the fact that the optical
spectra of SNRs have elevated [S II]:Hg emission line
ratios as compared to the spectra of normal H II regions.
This emission ratio has been shown to be an accurate
means of differentiating between shock heated SNRs
(ratics > 0.40) and photoionized nebulae (ratio < 0.40).
The physical basis for this is that in typical H II regions,
sulfur exists mainly in the form S++, yielding low [S II]
(A=6717A, 6‘?31X) to Hy emission ratios = 0.10. After
the shock wave from a SN explosion has propagated
through the surrounding medium and the material has
cooled sufficiently, a variety of ionization states are
present, including S+, This accounts for the increased

[S 1I]:Hg (ratio > 0.4) emission observed in SNRs.
Spectroscopic observations of such emission nebulae
usually provide other evidence of shock heating, verifying
the candidate to be an SNR. 45,67 Thus, we have a
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SN R.A Decl. Type
Note (1950) (1950)

19232 13034m200s  -29°34'19.5"  1I 1
1945b 13 34 040  -29 39394 - 2
1950b 13 34 038  -29 3640.5  -- 3
1957 13 34 143  -2934240 1II 3
19681 13 34 112 -29 36422  1II 2
1983n 13 34 01.7  -29 38480 I 3

1) Position from (ref 22).

2) Positions of SN1945b (only recently discovered from
archival data (ref 23) and SN198I (ref 24) are given in
terms of an off-set from galactic center. We have used
R.A (1950) = 13h34m11.55s, Dec.(1950) =

-29°36'42.2" (ref 9) as the galactic center’s coordinates.
3) Positions are taken from a 1985 radio search of M83
(ref 25).

Table 1
Information on Historical SNe in M83

powerful method of identifying SNRs in nearby galaxies.

This was the method employed in our search of M83,
classified by astronomers as a SAB(s)c galaxy, to indicate
the its shape, at a distance of 3.75 Mpc.8 It is the most
distant galaxy for which a SNR survey has been attempted
to date. M83 is at an inclination angle of 24 degrees 9 and
has an angular size of approximately 13 arcminutes (a
value derived from the apparent isophotal diameter 10), It
has well formed spiral arms and distinct dust lanes as seen
in Figure 1. Detailed observations at radio 11, infrared 12,

Figure 1
Image of M83 observed through the Hy filter. The NW,
CTR and SE images have been combined.

ultraviolet 13, X-ray 14, and optical wavelengths 15 indicate
that the nucleus of M83 is a region of intense star forma-
tion. Absorption features 15 were found that were consis-
tent with a population dominated by massive OB stars,
which are believed to be the precursors of Type IT SNe 16,
Observations show a large number of young, massive stars
along the inner arms, indicating active star formation in
these regions as well. 17 These observations are consis-
tent with other evidence 14 for a recent burst of star
formation occurring about 107 years ago. This ubiquitous
star formation makes M83 a natural target for SNR
studies.

We also conducted an optical search for the six historical
(previously seen) SNe which have occurred in M83, 18
Information on these SNe are given in Table 1. Only one
other galaxy, NGC 6946 has had a comparable number of
historical SNe. This large SN rate provides an excellent
opportunity to investigate the early stages of SNR evolu-
tion, as there should be numerous other young SNR’s
between 100 and 1000 years old present in M83,

OBSERVATIONS AND DATA REDUCTIONS
The observations of M83 were performed with the 4 m
telescope of the Cerro Tololo Inter-American Observatory
in Chile. Three fields of M83 were observed using a 1024
x 1024 pixel CCD on April 18 and 19, 1991. The three
fields (NW, SE and CTR) were each approximately 8 in
extent with the central 4.8 x 4.4’ region of M83 being
covered by all three fields (see Figure 1). Centers for the
three fields are given in Table 2, along with the scale and
rotation angle. Plate solutions , an astrometric function
that links pixel positions to coordinates on the sky,
for these fields were derived from astrometry performed
on digitized GSC Palomar Sky Survey J Plates. The
solutions obtained were of (.27 arcsec RMS residual
accuracy. We used narrow band interference filters
centered on the lines of [S II], Hg, [O III] and a portion of
the red and blue continuum isolated from emission lines.
The central wavelength and width of each filter as well as
exposure times are listed in Table 3. Three exposures were
made with each filter for each field.

The data were reduced using the Interactive Reduction and
Analysis Facility (IRAF) software developed and distrib-
uted by the National Optical Astronomy Observatories.
The three exposures of each field through each filter were
combined to reduce the effect of cosmic rays and increase

Field R.A.2 Dec.z2  Derived Scale Rot. angleb
(1950) (1950) ("/pixel) (degrees)
NW  13h34m03.62s -29°35'01.3" 0.4708 1.175
CTR 1334 1046 -29 36 34.5 0.4706 1.175
SE 1334 1854 2938325 0.4701 1.183

a Positions refer to the field center
b Rotation angle of CCD columns with respect to North

Table 2
Plate solutions for the three fields.
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the signal-to-noise ratio for the faintest objects. Each
exposure was bias subtracted, trimmed and flat fielded (to
remove pixel to pixel variations) before being combined.
Observations of spectrophotometric standard stars 19 were
used to determine the flux conversion and the amount of
background to be subtracted for each night. LTT3864,
LTT6248 and LTT7379 were used on 18 April and
LTT3864 was used on 19 April. By comparing the
observed count rate received on each night through each
filter with the actual flux (in J/m2s) over the band pass of
each filter from the standard stars, an accurate count rate (o
flux conversion was established. The results of each
observation were consistent to within 10%. The effective
seeing on 18 April (1.5") was slightly better than on 19
April (1.7"). The arcsecond values indicate the effective
seeing on each night; 1.5" means that a point-like object (a
star) would appear to have a width of 1.5" because of
atmospheric seeing. For the assumed distance of 3.75
Mpc, 1" corresponds to a linear scale of 18.2 pc.

IDENTIFICATION OF CANDIDATES
To identify the SNR candidates in M83, we used a method
of blinking and measuring the [S II], Hy and red con-
tinuum images on an interactive image display on a
workstation. An image with regions of [S II]:Hg emission
> 0.3 blacked out, superimposed on the Hy image, was
also used to highlight possible SNR candidates. This is
shown in Figure 2.

To blink the images, we first separated each of the three
regions into 25 smaller regions of about 2 arcminutes on a
side. These images then had the background subtracted for
cach filter. The red continuum filter, centered at 6826A
provided an accurate background subtraction. Because the
workstation could only view one image at a time, we used
a method of 'blinking' the images in rapid succession to
find regions of elevated [S II:Hg] emission which did not
have a corresponding continuum emission,

Nebulae with [S I1]:Hy emission ratios > 0.4 were flagged
as possible candidates. This elevated emission must be
accompanied by a corresponding absence of continuum
emission, which can contribute equally in each filter and

‘ give an artificially high ratio.

While this is an effective method for identifying large,
isolated regions of high [S IT]:Hg emission, smaller and

Filter ~ Central Wavelength FWHM Exposure Time
(A) A) (seconds)
[S 11] 6719 50 600
Heg 6560 52 600
[O1I1] 5020 54 600
Red Cont. 6826 85 400
Blue Cont. 5125 44 500
Table 3

Interference filter characteristics and times for exposures
using the various filters.

€108 A CONT Lo II_I]-CDNT HA BLOCKED

HA-CONT
Figure 2
Images of SNR candidate at R.A.(1950)=13k34m18.14,
Dec.(1950)=-29 36°14.2" (located in the center of each
sub-image) observed through the red continuum filter
(upper left), the [O III] filter (upper middle), the [S II]
filter (lower left) and the Hy filter (lower middle). The
upper right image has regions with [S II]:Hq emission
ratio > 0.30 blacked out superimposed over the Hgimage.
This image was used to draw attention to a possible SNR
candidate. The lower right image is a ratio image using
continuum substracted sub images of [S Il] and Hg.
Regions of high relative [S Il]:H line emission appear
darker. This image was used to determine the boundaries
of some SNR's which were located in regions with
relatively complex backgrounds or in H II regions.

-

CS II1:HA

more complicated regions can be harder to identify. Ata
distance of 3.75 Mpc, each pixel in the CCD corresponded
to a distance of 8.5 pc. The smallest SNR candidate
identified was approximately 27 pc in diameter, limited by
the seeing for each night. Candidates with Hy, emission,
(above the background) less than 2x10-13 (J/m2s) were not
considered. It was too difficult to systematically establish
any structure against the background at such low flux
levels.

When searching for the historical SNe in M83, we used a
blue filter, centered at 5125A for continuum subtraction.
This was done because of its proximity to the center of the
[O 111] filter. Nebulae with high [O III]:Hq emission can
result from the explosion of a massive progenitor star.
Several of the historical SNe were either observed or
inferred to be of Type 11, indicating a massive star as the
likely precursor.

RESULTS
While many observations of M83 have been made at all
wavelengths, this is the first optical search for SNRs
performed. The method of blinking the images proved
effective in identifying a large group of nebulae which,
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() (2) (3) ) (5) ©) m

R.A.(1950) Dec. (1950) Diameter Mean [S II] Mean Hy [SI}Ha  Groupe
Surface Surface
Brightness *  Brightness »

13h -29° (pe) x1012() fm?s)
34m29410  38'31.9" 34 0.2 04 0.51 1
34 8.20 3817.2 30 0.1 0.2 0.55 2
34 2793 38 06.5 43 0.6 1 0.50 1
34 2555 3939.9 43 1 2 044 3
34 25.11 3503.2 43 03 0.6 041 2
34 25.01 3448.2 30 0.1 0.2 0.56 2
34 24.64 36328 43 04 08 0.56 1
M nu 3621.6 s 02 04 0.56 1
3417 3623.1 34 04 0.7 0.62 2
34 2149 3626.6 43 03 0.7 047 2
34 1858 3854.7 51 03 0.7 044 2
34 1833 37008 43 03 0.6 0.53 2
34 1823 38 58.1 34 0.2 03 0.65 2
34 18.15 36152 51 0.1 03 045 1
34 17.70 33499 60 1 s 0.57 3
34 1714 3507.2 43 09 2 043 3
41711 3448.9 38 02 05 043 2
34 17.20 3909.2 34 02 0.6 042 1
34 16.67 3446.2 =0 03 04 0.74 2
34 1548 34493 34 03 04 0.70 2
34 1290 34345 34 0.6 2 042 1
34 1281 3641.2 38 07 1 0.66 2
34 1221 34573 34 02 04 0.51 1
34 11.94 4] 5.7 43 03 0.5 048 1
341174 35384 = 0.1 0.3 045 1
34 102 3603.0 30 02 04 0.63 A
34 1007 3359.0 43 03 0.6 054 3
34 1022 3646.1 30 04 0.6 072 2
34 0791 38161 43 03 0.6 042 1
34 06.07 33219 38 03 08 041 i
34 06.20 37262 34 0.6 1 055 2
34 06.23 3746.0 <27 1 3 042 1
34 04.89 3651.7 34 03 08 042 1
34 0437 37286 43 0.6 1 055 2
34 03.09 35265 k] 02 04 0.46 1
33 59.9 3648.5 60 1 2 05 1
33 51.96 33472 <27 0.2 0S5 042 3
33 5161 3601.2 30 03 05 0.56 1
a Values for the [S IT] flux were derived using a count-to-flux conversion of 2.465x10-16(J/m?s)
b values for the Hy Mlux were derived using a count-to-flux conversion of 3.546x10-16() /m2s)
© See text for description of groups

Table 4
M83 SNR candidates

based on [S II]:Hg emission >0.4, are almost certainly
SNRs. The results of our search are presented in Table 4.
Columns 1 and 2 give the positions of the SNR candidates
in 1950 coordinates. These positions were obtained using
a centering algorithm on the Hg, images, or in a few cases,
the [S IT] image. Column 3 lists the diameter for each
candidate. The diameters listed are for the greatest
dimension in the cases where the candidate was not
circular. The accuracy varies because in many cases, the
SNR candidate was not well-defined. Columns 4 and §
give the mean surface brightness for the [S II] and He
images respectively. The accuracy of these values varied
depending on non-uniformities in the background and
whether the SNR candidate was located in or around an

H II region. Column 6 lists the [S IT]:Hg emission ratios.
Column 7 gives comments on each of the candidates.

As numerous candidates were identified, they were

grouped into three categories:

1. where they are isolated and have a distinct circular
shape. Each candidate is well enough defined that the
diameters measured are reasonably accurate. The
backgrounds are uniform, giving accurate values for the
mean surface brightnesses and ratios. Any nebulae
listed in this category should be considered an excellent

SNR candidate.

2. where candidates had irregular shapes, making the
determination of diameter difficult. The diameters in
many cases may be over estimates. The positions
should be within 2 arcseconds of the actual position.
The uncertain positions may have affected the mean
surface brightness values in some cases, which in turn
would have affected the ratios determined.

3. where the candidates were located in or in close
proximity to H II regions. This made the background
subtraction uncertain, giving inaccurate surface
brightness for the Hg images. In most cases, the [S II]
emission was well defined, giving good values for the
mean surface brightness. Positions and diameters for
these candidates were taken from the [S II] image.

A plot of all the SNR candidates, projected onto the center
field of M83, is given in Figure 3. MB83 is shown in the
observer’s reference frame and has not been corrected for
inclination effects. When corrected for inclination effects,
the number of SNRs/kpc2 decreases steadily with distance
from the nucleus of the galaxy. It becomes zero at a radius
of 6 kpc. This is likely a result of the active star formation
occurring within the nucleus and the inner spiral arms.

With the exception of SN1957d, we were unable to detect
optical counterparts for the historical supernovae which
have occurred in M83. SNe 1923a, 1945b, 1950b, 19681
and 1983n could not be identified in the light of [S II],

[O III] or Hy. This absence of optical nebulae at the
positions of the historical SNe implies that the explosions
had occurred in relatively low density surroundings. This
might be expected if the massive progenitor stars swept
out a cavity in the ISM surrounding the supernovae.

We did, however, optically identify SN1957d in the light
of [O I1I]. SN1957d was first discovered as a source of
[O I1I] emission in 1987 20, making it the first extragalac-
tic historical SN unambiguously detected at optical
wavelengths. We detected a mean [O III] surface bright-
ness of about 1 x 10-13 (J/m2s). This is a dramatic de-
crease from the previous value observed.21 Continued
observations of SN1957d will prove valuable in determin-
ing the evolution of young supernovae.

Although the identified SNR candidates have to be
verified by spectroscopic observations to confirm the large
[S I1]:Hg ratios derived from the imagery and search for
other evidence of shock heating such as strong [O I]
emission and/or high [O III] electron temperatures, we can
be confident that the candidates presented here are SNRs
based upon their elevated [S II:Hg] emission. This list is
by no means complete, our survey was limited by the
complexity of M83’s background. Any SNRs buried in

H II regions or hidden behind dust lanes could not be
detected by this survey. With 5 SNe observed since 1923,
M83 has an implied supernova rate of approximately one
SN every 10 years. The total number of SNRs in M83
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should be immense. Although continued observations of
MB83 are necessary to further study these remnants and
how they evolve, the results of this study are encouraging.
Our survey is the second largest sample of optical SNRs
known; only M33 has a larger number. 67 We have shown
that optical techniques used on nearby galaxies are
effective for identifying a significant sample of SNR’s,
even at a distance of 3.75 Mpc.
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ABSTRACT
Optical flow is a computational technique used on successive images to determine the two-dimensional velocity field of
moving objects. We applied these techniques to particulate fluid flows. To evaluate the effectiveness of the technique,
we tested algorithms on simulated uniform flow data, experimental data of a single particle and multiparticle flow
through a glass capillary. Excellent qualitative velocity maps were obtained. With some interpretation, optical flow

yielded good quantitative information.

INTRODUCTION
An interest exists in understanding and measuring the
velocity distribution in particulate flows. To accomplish
this, one finds a velocity vector associated with each
particle. If there are many particles present, calculating
the velocity vector for each of the particles produces a
velocity vector field representing the motion of the flow.

One example of particulate flow is blood moving through
the venules and arterioles of the human body. The flow has
been measured in a number of ways: cell tracking; the
streak method, using a moving prism to follow a red blood
cell; dual-slit, dual-window and spatial correlation
methods which examine two points on the capillary and
correlate the data to find a displacement; and many other

Since completing this research in his senior year,

Ben has graduated from Loyola College with an
interdisciplinary degree in Biology and Physics. He
is currently enrolled at Embry-Riddle Aeronautical
University at Daytona Beach performing graduate
work in Aerospace Engineering as well as teaching
Electrical Engineering Lab. When not busy with
school work, Ben spends his time designing computer
games and piloting airplanes.

Ryan is a first year graduate student studying
astrophysics at the Johns Hopkins University. This
research was begun during the summer after his
Junior year through a Hauber Research Fellowship
and was continued during his senior year under the
guidance of Dr. Mary Lowe with the support of an
NSF award. Ryan also enjoys singing with an
amateur band in the Baltimore-Washington area.

techniques. All the techniques, other than cell tracking,
only measure the velocity of the overall flow, not the two-
dimensional flow field.!

One difficulty in particle tracking is the identification of
individual objects. In this paper, we apply the method of
optical flow to a series of digital images to calculate the
velocity at each pixel by examining the change in the
brightness field. The optical flow algorithms offer a way
of measuring the velocity of the flow at each pixel without
the need of tracking individual objects.

THE HORN AND SCHUNCK ALGORITHM
Objects moving in front of a camera produce a series of
changing images. The motion field is the two-dimensional
projection of this motion into the focal plane of the
camera. A velocity vector can be associated with each
point. The brightness pattern is the pixel intensity value at
each point in the image. Optical flow is the movement of
the brightness patterns through a series of images. An
algorithm for calculating this optical flow has been
developed. 2.3

If E(x,y,r) are the brightness values at the point x,y for an
image at time ¢, and u(x,y) and v(x,y) are the horizontal and
vertical components of the velocity, the velocity compo-
nents can be found by satisfying the equation which tracks
points of constant brightness:

E(x+udty+vott+d) =E(x,yt) (1)
for small changes in time. Equation 1 is solved for velocity
components, which represent how the brightness value
moves between frames. Expanding Equation 1 in a Taylor
series, dividing by &¢ and taking the limit as 8¢ approaches
0, the optical constraint equation becomes:
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Hotronics AP-41

Syringe Pump I_s
Micracapiliary
Figure 1
Hardware diagram for generating, recording and
digitizing particulate flows.

u%%+v%%+%%=o. )
The optical flow method requires a brightness gradient to
compute the motion of a brightness field. It cannot
calculate the component of the velocity tangent to an
isobrightness contour.

The method of finding the velocity components is accom-
plished by using the calculus of variations. Because the
images are captured as an array of discrete pixels, the
problem must be solved for the discrete case. The result is
an iterative scheme. If i and j are the pixel coordinates and
n is the value of the iteration:

(b) F:'gure_Z - . (c)
a) Single frame of simulation particles moving at 1 pixellframe. b) Motion field of two successive frames using the Horn
Method. c) Motion field corresponding to nine successive frames using the multi-frame Horn method.
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For the simulated data, the calculated mean velocity was
1.000+.002 pixels/frame. When there were no particles in
the image, Figure 2a, and thus constant brightness. no

where u and V] are the local averages of uandv. The

quantity A is a parameter that weights the error in the
image motion relative to the departure from smoothness.

Equations 3 are developed for two images. Another
approximation can be obtained by using several images
weighted by a Gaussian distribution about a central image.
The number of images required is defined by the standard
deviation of the Gaussian. The Horn and Schunck
algorithms were obtained from an anonymous FTP site
(chaplin@csd.uwo.ca). We executed the codes on a
Silicon Graphics IRIS Indigo Workstation with a R4000/
100 MHz CPU.

METHODS
To generate experimental data for optical flow analysis, we
constructed a capillary flow similar to that in blood
vessels. We used a .25 microliter Cole Parmer micropipet
with an outer diameter of .020” and an inner diameter of
0039”. This was inserted about 1 cm deep into 020" ID
teflon tubing. To insure no leakage, the entire junction
was coated with a fast drying epoxy. The micropipet
assembly was then taped to a microscope slide and
mounted under a Nikon Labophot-2 upright microscope.

Using a B-D 3 cc syringe witha 1% solution of 5.2 micron
polystyrene beads, we filled the teflon tubing and micropi- '
pet. A Hamilton 710RN 25 microliter syringe, filled with (a)
distilled water, was then mounted on a Harvard Apparatus . e
33 syringe pump and inserted into the other end of the
teflon tubing. The pump was then operated at .4 microli-
ters per minute to procure a steady flow.

The particulate flow was viewed using normal light
microscopy under a 40X objective and with an extremely
small lamp aperture setting which enabled a greater depth
of field, making more particles above and below the focal
plane detectable. The flow was recorded on a SVHS tape
using a Pulnix TM-545 black and white CCD camera and
an All-tronics VCR. The images were digitized frame-by-
frame using an IBM PS/2 equipped with a Data Transla-
tions DT2953 frame grabber card and Qcapture version 5.3
software. The frames were saved to disk and transferred to
the Silicon Graphics workstation. Optical flow algorithms
were then executed to produce the motion field.

RESULTS
To obtain a flow with know velocities, we generated a
series of 300 by 300 images which simulated particles
moving from left to right at a constant rate of 1 pixel per
frame as shown in Figure 2a. The two-frame optical flow L
method yielded the motion field shown in Figure 2b. SRRl
Using nine consecutive frames and the multiple frame
Horn method with a standard deviation of 0.75, we
produced the motion field shown in Figure 2c. For this
simulated data and the subsequent experimental data, we
ran optical flow algorithms for 100 iterations and with

(b)
Figure 3
a) single frame of a bubble moving to the left. b) Motion
field resulting from the two-frame Horn method with
velocity thresholding. Manual and computed velocities
A =0.5. along the line are 5.040.5 and 4.540.3 pixelsiframe

respectively.
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Figure 4
a) single frame of a multi-particle flow. b) Motion field
resulting from the two-frame Horn method with velocity
thresholding. Regions A and B are two sels of vectors
associated with two different particles.

velocity vectors can be computed, causing gaps in the
motion field, Figures 2b and 2c. The optical flow method
is not valid at the edges of the image, as shown by the
deviation of the vectors from the actual horizontal motion.
This problem is even more pronounced in the multi-frame
method where the particles disappear from the field-of-
view in later frames, see the right edge of Figure 2c. In
both motion fields, vectors also deviate near particle edges

that are parallel to the direction of the flow. This effect is
again greater in the multi-frame method, Figure 2c,
because of the larger distances that the parallel edge
travels over the series of frames.

Moving Bubble

To test the optical flow algorithms on actual experimental
data, a videotape of a deforming single bubble moving
from left to right was obtained as shown in Figure 3a. A
manual estimate of the velocity of the left edge of the
bubble was 5.0+0.5 pixels/frame. Using the two-frame
Horn method, we generated the motion field of the bubble,
shown in Figure 3b. The calculated average velocity of
the left edge for points along the line perpendicular to the
flow was 4.5+0.3 pixels/frame. The extremely small
vectors on either side of the line are mostly due to the
intensity gradient in each frame, not the motion of the
bubble.

The absence of vectors inside the constant dark region of
the bubble results from a nonexistent gradient. The
deficiency of vectors at the top and bottom of the bubble is
due to the problem of finding velocities of an edge parallel
to the direction of motion. The vectors in Figure 3b that
deviate drastically from the expected horizontal motion are
the effects of an indistinct gradient in that region. Despite
these few idiosyncrasies, optical flow algorithms provide
an excellent qualitative velocity map. With proper
interpretation, they provide accurate quantitative informa-
tion.

Multiparticle image

Figure 4a shows one image of a multiparticle flow using
the experimental method outlined earlier. The time
between two successive frames was 0.2 seconds. A
calculation shows that each pixel corresponds to
0.400+.006 microns. The velocity of any particular
particle varies with its location in the capillary. Figure 4b
is the motion field calculated using the two-frame Horn
method. The motion field indicates that some particles are
moving faster than others. For example, the average
velocity of the particle in region A of Figure 4b was 3.0+.3
pixels/frame. For region B, the average velocity was
1.3+.3 pixels/frame. The average velocity magnitude for
all the particles was 2.5+.5 pixels/frame or 5.0+.1 microns/
second.

The random vectors at the top of Figure 4b occur at the
edge of the capillary where there were small random
fluctuations in the intensity gradient. Since there was no
net movement of the capillary wall, these small fluctua-
tions gave rise to the random vectors, especially in the
horizontal direction where the gradient is not distinct. The
stronger gradient in the vertical direction limits this effect
for vertical vector components. The effects of noise upon
the performance of the optical flow algorithms are not well
understood.

SUMMARY
Optical flow algorithms are useful for calculating two-
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dimensional velocity fields. The apparent motion in the
brightness field corresponds to the motion field.

Optical flow algorithms require a distinct intensity
gradient. The method fails if the object is near the
boundary of the image or if an edge moves past this
boundary. The velocity component of an edge parallel to
the flow cannot be computed reliably. Therefore, not
every velocity vector associated with a moving particle is a
valid measurement of the actual velocity. Interpretation is
required to obtain accurate quantitative information, but
the qualitative features produced by the optical flow
algorithms are very helpful in analyzing fluid flows.
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ABSTRACT
Electromotility, the bending in response to an electric field, of polyelectrolyte gels in ionic solutions
has been identified as a candidate for a potential chemomechanical engines such as muscles. We
discovered that the underlying physics of these systems is more complex than previously believed. We
found that the bending as a function of time obeys a square root power law. This points strongly
towards a diffusion mechanism for the bending. Kinetic evidence for diffusion was independently
corroborated by experiments on gels grown or bent in the presence of dyes. We explored the effects of
varying poly-ion concentration in the backbone of the polymer and in the surrounding medium. In
some cases, the electromotility cannot be described as simple bending.

INTRODUCTION
Traditionally, it requires two steps to convert chemical
energy into mechanical energy. First, a battery or power
plant converts chemical energy into electric energy, which
in turn drives a motor to produce kinetic energy. There is
significant interest in integrating these two steps into one
and making a “chemomechanical engine”. A naturally
occurring chemomechanical engine is muscle tissue.
During the past nine years, polyelectrolyte gels in ionic
solutions have been investigated as artificial muscle-like
materials. 123 These gels undergo large reversible
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bending motions in response to an applied electric field.

A gel is a state of matter that is intermediate between a
liquid and a solid. Gels have properties of both of these
states of matter. They support a shear stress like solids,
but still allow mass and charge diffusion like liquids. A
polymer is a chain of basic chemical units, called mono-
mers, that are covalently linked together in a solvent. In
the solvent, the polymer chains behave like a highly
viscous liquid. If the polymerization process occurs in the
presence of a cross linking agent, two monomer units
joined by a side chain, permanent links would be formed at
random positions between the long polymer chains in the
solvent. This creates a complex network of branches and
interconnections.4 At this point, if the solvent were
allowed to evaporate from the polymer, a hard solid would
result.

If these polymers are allowed to become swollen with a
solvent, they become gels. The solvent is held inside the
gel by a hydrophilic network of these long cross linked
chains. 4 The gels have solid-like properties due to the
geometrical constraints enforced by the cross linked
network of polymer, yet display liquid-like properties due
to the free flowing solvent within the solid-like structure.
The structure of the gel is maintained by the electrostatic
repulsions of the side linking chains and the osmotic
pressure caused by the ions in the solvent. 4

THE EXPERIMENT
Preparation of the gels
The gels were prepared in the following way. Acrylic
acid, acrylamide, sodium hydroxide and
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N,N-methylenebisacrylamide were dissolved in water with mole ratios of 0.1,
0.1, 0.1 and 0.001 respectively to make a total volume of 50 ml. 50 mg of
potassium persulfate and 0.2 ml of N,N,N’N’-tetramethylethlyenediamine
(TEMD) were added to this mixture to polymerize the gels.5 The gelation
time was dependent on the concentration of the potassium persulfate and
TEMD, the temperature of the solution and the volume of the gel made. In our
case, the gelation time ranged between 5 and 15 minutes and the solution
temperature was approximately 60 C.

For electromotility measurements, these gels were cast in 1.5 mm glass
capillary tubes and removed either by pumping water through them with a
syringe or shattering the capillary tube. The polymerized specimens are then

swollen in deionized water for a few hours to acquire their equilibrium volume.

After swelling, the rods are approximately 6 mm in diameter. They can be cut
with a sharp razor blade to produce specimens of desired lengths. They tend to
be a bit brittle and the cut edges are not smooth.

Electromotility Measurements

The gels are put into a conductive aqueous solvent, usually water and then
placed between two parallel carbon electrodes. A DC voltage between 5 V and
50 V was applied across the electrodes which induced a current less than 150
mA through the gel. The gels have a refractive index very close to that of
water. They are barely visible when submerged. Video macroscopy and
computerized image processing were used to delineate the contours of the rod
shaped specimens. We measured the bending (deflection) produced by the
electric field as a function of time. Figure 1 shows the two enhanced video
images of the apparatus. The top electrode is the anode.

The measurements were done with gels of the same diameter, but a range of
lengths. We also tried different concentrations of the conductive aqueous
solvent, from deionized water to 0.1 M NaCl and changed the initial shape by
cutting the original gel.

RESULTS
When the voltage was applied to the apparatus, the gel began to bend towards
the anode. When the polarity was switched, the gel came back to a straight
shape and began to bend towards the bottom electrode. Figure 2 shows a gel
that has been subjected to an electric field for approximately 5 minutes. The
polarity of the field was then switched. Each successive frame had this new
polarity. The time interval between each frame is 90 seconds. The total time it
takes for a gel to flex from one direction to the other was between 10 to 15
minutes. This confirms that the bending depends upon the direction of the
applied electric field. 1.2.3 These pictures demonstrate both the promise and the
problem of using these gels as artificial muscles. To be usable in engineering

applications, the bending time must be decreased to a few fractions of a second.

Figure 1
Two video images showing the electric field induced
bending of the gels. The anode is the upper electrode. The
two frames show different stages of video enhancement.

Figure 2
Flexing of a gel by reversing the
direction of the electric field. there is
about 90 sec time interval between
each successive frame. The total time
required for one bending sequence is
approximately 15 min.
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Figure 3

Results of a typical electromotility experiment. Bending is
plotted as a function of time. The curve shown is a least
squares fit to a simple power law function.

When the electric field is reversed, some gels show a
rather complex bending behavior. On occasion, as the
curvature of the gel is decreasing, the gel rod would roll
about an axis parallel to its long edge. The bending
always stayed consistent with the direction of the applied

electric field, but the gel avoided the intermediate stages of

straightening out. Other gels, go through an intermediate
“S” shape before beginning to curve in the opposite
direction. We will continue to examine this interesting
behavior.

Figure 3 is a typical plot of the bending, d, as a function of
time, r. The line drawn was a least squares fit to the data
with a simple power law:

dp)=cin. (1)
The different samples produced an exponent n between
0.48 and 0.55. These exponents were close enough to 0.50
for us to suggest that the bending was dependent upon the
square root of the time. This dependence is strongly
suggestive of a diffusional mechanism for the bending. It
has been suggested that the bending results from diffusion
of water into one side of the gel. That side of the gel then
begins to expand more than the other side and bends to
accommodate the differential swelling. The direction of
the electric field determines into which side of the gel the
water diffuses. The result is similar to that of a heated
bimetal strip.

To directly demonstrate the diffusion process, dyes were
introduced into the gel in two different ways. The dye was
either dissolved in the water used to swell the polymerized
and cross linked material or it was introduced into the
monomer solutions used as precursors. When the swelled

dyed gels were placed in undyed water, passive diffusion
of the dye out of the gel occurred over a period of a few
days. This showed that any passive diffusion of the dye
during the few minutes that it takes for the electromotility
measurements was not important.

The charge neutrality of the dyes was tested by placing
them in the solvent and applying an electric field. No
electrophoresis was noticed. This indicated that the dyes
are charge neutral, but does not rule out the possibility that
the dye molecules interact with the charge back bone of
the polymer and acquire a charge when incorporated in the

Direct observation of a diffusinal mechanism for the
bending action. The gel was grown in the presence of
malachite green dye. The dark areas near the gels are the
dye diffusing out of the gel and into the clear surrounding
water.
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gel. We used two dyes: safranine O and malachite green.
The bending kinetics of the dyed gels were found to have
the same square root dependence on time as the undyed
gels.

While the electromotility experiment is in progress, the
dye begins to diffuse out of the gel and into the surround-
ing water in a matter of minutes as the bending occurs.
The gel then began to appear as one part containing the
dye and the other part that was clear. The diffusion of the
dye into the surrounding solvent provided direct evidence
of the diffusional process. Examples of this diffusion are
shown in Figure 4. The dark area near the gels is the
malachite green dye spreading through the water.

Another experiment was done which supports the diffusion
of water into the gel. A gel containing no dye was placed
in the water. The dye was then placed on the side of the
gel expected to bend. When the field was applied, the gel
began to bend as before. The bending was accompanied
by and coincident with the clearly visible inward diffusion
of the dye into the side of the gel that was swelling.

SUMMARY
Since diffusion dominates the bending process, it may be
difficult to decrease the bending times substantially. Even
though the chemical composition affects the constant in
Equation 1, it cannot compensate for the square root
dependence on time. Consequently, these gels may not be
useful in the type of applications for which they were
originally intended. They might, however, still be usable
in ‘gentle robotics’, where precision and delicacy are more
important than speed. Work in progress in our lab includes
modification of the side chains and varying the concentra-
tions of the cross-linker as a means of improving speed
and robustness of the gels.
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ABSTRACT
We have recently discovered, somewhat accidentally, a rare and elegant coarsening mode in the
swelling of some polyelectrolyte gels that leads to intermediate structures that are quite complex and
beautiful. These gels evolve from simple cylindrical shapes in the beginning to form periodic patterns
of “cusps” around the edges and roughening of the surface at short times. At intermediate stages, the
elegant, three-dimensional structures formed resemble a sensuous orchid. Finally, the gel returns to its
original geometry as a scaled-up replica of the initial structure. Curiously, the intermediate structures,
however complex, are quite reproducible in all essential features. The results and our qualitative

understanding of this phenomenon are presented.

INTRODUCTION
There has been considerable interest in the past few years
in the electromotility (the phenomenon of bending in
response to an electric field) of polyelectrolyte gels, 12
Polyelectrolyte gels are a class of cross linked polymers!
that swell considerably when placed in a solvent, up to 60
times their initial volume.

To understand the swelling process, consider the gel
cylinder to be divided into a grid of smaller sections,
shown in Figure 1. Each section represents a part of the
gel to be swelled with water. The concentration of water
into the gel has a diffusional profile and decreases as one
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moves inward from the periphery of the gel. Thus, a
section near the center will not swell much, while a section
near the periphery will swell considerably. Because all the
sections near the periphery want to swell substantially,
there is not sufficient space for them to grow uniformly.
The geometrical space constraint of the gel itself forces the
edges to “buckle” as they continue to swell.

Research is in progress to utilize these gels as artificial
muscles. 2.3 Because of their intended use as artificial
muscles, prior research was conducted using tiny rod-
shaped gels. Through experimentation with a much larger
cylindrical piece, we discovered an unusual and interesting

- _—

' r a.

i

. / b.

// D C.

- 4
)

Figure 1
Schematic drawing of gel cylinder illustrating the swelling
of different sections.
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. : Figure 3a
Ffure 2 : Early stages of the swelling of the gel

Photograph of the unswollen cylindrical gel. The
diameter is 38 mm.

Figure 3b
Initial coarsening of the surface of the gel

" Fizare 2 Figure 5
4 Final stage of the growth, showing the return to original
Interme diate state of growih. shape. The diameter is now approximately 120 mm.
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ART IN PHYSICS, THE AESTHETIC QUALITY OF INTERMEDIATE STRUCTRES

Figure 6a
Photographs of the intermediate state of a swelling gel containing a dye. The 'sculpture’ in Figure 6 was illuminated
with white light while the ‘sculpture’ in Figure 7 was illuminated with from the back with a red night lamp and a regular

frosted light bulb.

Figure 6b
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phenomenon. Even though the final swollen gel has the
same geometry as the starting shape of the gel, we
discovered, almost accidentally, that the swelling is quite
inhomogeneous during the intermediate stages. These gels
undergo structural swelling transitions that are rare and
quite elegant. The resulting structural forms of the gels are
interestingly complex.

THE EXPERIMENT
Experiments were conducted using the cross linked Poly
(AA-NaA/AAm) polyelectrolyte copolymer gel, where AA
is acrylic acid, NaA is sodium acrylate, and AAm is
acrylamide, with water as the swelling medium. Although
other gel geometries were investigated, our research was
focused primarily on right cylindrical gel pieces of varying
diameter. When swollen, the gel’s refractive index is
nearly identical to that of water, making the gel almost
invisible when submerged. Frequently so two neutral
dyes, safranine-O and malachite green, were added to
improve the visibility of the swollen gels. Observations
and measurements were taken using still photography and
video macroscopy. Complete details of the chemical
composition and procedures to synthesize these gels can
be found in another paper in this volume that focuses on
the responses of these materials to electric fields. 3

STRUCTURAL EVOLUTION
We have divided the swelling process into three main
characteristic stages of growth. The time scale for these
structural changes in not fixed, but depends upon the
initial size, shape and chemical composition of the gel.
The time scales indicated in parentheses in the following
descriptions correspond to a typical experiment starting
with a right cylindrical piece of the PAA gel with a
diameter of 38 mm as shown in Figure 2.

Early Stage (several minutes).

During this initial swelling, there is not much change in
the total volume. However, there is an almost immediate
appearance of roughening or coarsening on all the free
surfaces of the gel as seen in Figure 3a and Figure 3b.
There is emergence of periodic points or “cusps” around
the edges of the gel, a structure which we call the “fold
Pattern” because of its apparent tendency to fold into itself
during further growth evolution, see Figure 3c. The entire
fold pattemn is itself quasiperiodic with each repeating part
being wave like. Thus, we define a wave number, &, such
that k = 2n/A, where A is the dominant length scale over
which the pattern repeats. The early stage is distinguished
by small A or large k.

Intermediate Stage (several hours)

During this stage, there is considerable swelling and
noticeable change in the volume. The swelling is domi-
nated by the evolution of the fold pattern as the structural
form of the gel is overtaken by substantial swelling of the
folds themselves as shown in Figure 4. The structural
changes are now occurring on a much larger length scale
(A). As the folds at the edges of the gel are growing and

increasing in size, they are also systematically reducing in
number as they “dissolve” into each other. Thus, the
characteristic wave number k(t) is decreasing monotoni-
cally with time.

Final Stage (several days)

During this stage, the get approaches its maximum
swelling potential, approximately 60 times its original
volume. As the fold pattern evolves, the structure becomes
much less complex. Remarkably, each get “remembers”
its shape and eventually returns to that original geometric
form in this much larger, swollen state. After all of these
unusual structural changes, the final product is an identi-
cal, scaled up version of the original gel’s geometry as
shown in Figure 5.

THE AESTHETICS
Apart from the obvious scientific importance of this
discovery, one is captivated by the beauty of these delicate
structures. It is not often that the worlds of art and science
intersect so dramatically. These materials are chemically
composed of simple polymer chains and are the product of
a deterministic growth process. They are not the work of
an artist, but still appear to be a “work of art”. Figure 6 is
an example of such a work of art. They possess a magnifi-
cent aesthetic quality. Their beauty is similar to ornate
crystal or glass sculptures. At one stage, they resemble an
exotic and translucent orchid. As they grow, they create an
ever evolving artistic forum.

RESULTS AND DISCUSSION
Qualitative Results
At first sight, these complex patterns and transitions may
seem almost chaotic or random. We have discovered,
however, that the structural swelling transitions, despite
their apparent complexity, are essentially reproducible. In
particular, the shape transformations are basically identi-
cal for similar gel geometries. Two separate gels with
similar initial shapes always evolve through the same
stages of transitions.

Each gel identically follows the same “path” of structural
changes each time it is swollen. At any stage during the
swelling process, the gel can be removed from the water
and allowed to return to its original, unswollen state. If the
get is then replaced in water, it evolves following the same
“path” of structural transitions as before.

Quantitative Results
Because the three-dimensional structural patterns and
transitions are so intricate and complicated, we initially
focus attention on one simple aspect. We look at the
evolution of the fold pattern at the top edge of the gel
cylinder as shown in Figure 3b. We measured the total
number, N, of “cusps” or folds as a function of time for
three different initial gel diameters: 22 mm; 32 mm; 38
mm. These data were then fit using a least squares
analysis algorithm to a power law of the form:
N(t)=cmn . (0]
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45 = pioneering work on these gels 7 included an observation of
i three dimensional swelling of a spherical gel. A quantita-
. 40 i tive analysis of the three dimensional results, however,
Z 35t was not presented.
g 30 [ The functional form of Equation 3 cannot correctly
5 o5l represent the final stages of the swelling process. As the
3 - gel approaches its maximum swelling potential, it always
E 20 returns to its original shape. The fold pattern dissolves
- 15 B entirely. k(r) must approach 0 as time approaches infinity.
! Typically, a gel cylinder with a starting diameter of 38 mm
oLt b b b L Ly will take approximately 5 days to reach its maximum
0 10 20 30 40 S50 60 70 swollensize. The power law cannot be expected to be
time (min) applicable once the structural changes are occurring on a
- scale comparable to the size of the gel itself.
Figure 7

Evolution of fold-pattern of gel with diameter of 38 mm.
The solid line is a fit to N(t) = ctn,

The data and fit for one of these frials is shown in Figure
7. The three trials provided fits with exponents of
n=-0.51, -0.53 and -0.52.

Since at any time, the wave number k(f) is dependent upon
the circumference of the cylinder of the gel itself, all trials
were normalized to their initial diameter, d:

k=2Nid . (2)
Thus, the size differences of the initial shapes were
eliminated and all data could be compared and analyzed
together as a “superset” . The results for all three trials are
shown together in the logarithmic graph shown in Figure
8. The power law fit from these normalized data give an
exponent of n = -0.50. We find that the fold pattern
evolves in time as:

k(t)=c 105 (3)
Previous experimental work on pattern formation in gels
was done on two dimensional surfaces, thin, flat plates
tethered on one side. 6 The experimentally observed
exponent in these cases was also -0.5, the same as we
found in this study for three dimensional structures. After
this research was completed, we became aware that the

3.5
3.4

3.3

3.2

log [k(1)

31 fF
3.0
2.9

TTTY

28 =l
1. 1.2 1.4

1.6 2.0
lag ()
Figure 8
Evolution of fold pattern of all three gel sizes. The solid
line is a straight line fit with slope = -0.50

1.8 2.2

In previous experimental work with two dimensional
cases, the inverse square root power law was found to
break down for longer times, though for a different reason.
Since those gels were rigidly tethered on one side, there
was a permanent pattern deformation on the other free
surface of the gel. Thus, k(f) always approaches a finite
number after long periods of time. For example, a 15 cm x
15 cm gel plate showed a constant A = 1.5 cm from t = 10
hrs to more than 100 days. This strongly suggests that the
equilibrium value of k(¢) is not zero for these tethered two
dimensional gels. In our study, however, all surfaces were
free and k(¢) eventually approached zero.

It is interesting to question whether this inverse square root
dependence is valid near the beginning of the swelling.
There is no reason to assume that diffusion is the dominant
physical process at the earliest times.

No data were available for k(¢) for times less than 45
minutes. Our study of the initial swelling of the gels is
shown in Figure 9. The fitted curve for this early stage of
swelling gave an exponent of n = -1.07. The evolution of
k() at imes less than 12 minutes was found to be more
rapid than expected purely from diffusion. The surface
roughening at earlier times appears to follow the more

3.50

3.38 -

327

log [k(t)]

3.15 -

3.03 -

" n =-0.51

2.8’0 I n L i 1
0.5 1.0 1.5 2.0
log (t)
Figure 9
Evolution of fold pattern: cross over from k(t)al/t at early
times to k(t)al IVt behavior at intermediate times.

25
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rapid evolution
K)o 1t . @)
This faster kinetic behavior is a new result.

After several minutes, the swelling follows the expected
diffusional rate of Equation 3. Although the transition
between these two kinds of kinetic behavior is not physi-
cally sharp, the cross over can be seen in the graph of the
log[k(#)] vs log(t).

ACKNOWLEDGMENTS
The authors would like to express their sincere thanks to
Dr. Jaggi for his gracious knowledge, guidance and
encouragement at every stage of this work. This research
was supported in part by a grant from NASA (NAG-8-
248) under the NASA/JOVE program.

REFERENCES
1. R.S. Harland and R.K. Prud’homme, Editors, Polyelec-
1 Is: ies, P ion Application

American Chemical Society, (1992).

2. H. Okuzaki and Y. Osada, Journal of Intelligent
Material Systems and Structures, 4, (1993), p. 50

3. K. Branshaw, D. Deardorff, G. Davis, “Polyelectrolyte
Gels as Artificial Muscle Systems” , Journal of Under-
graduate Research in Physics, 13, 2, (1995), pp. 60 -
64.

4. A.Onuki, Phys. Rev. A., 39, (1989), p. 5932.

5. T. Hwa and M. Kardar, Phys. Rev. Lett., 61, (1988), p.
106.

6. H. Tanaka and T. Sigehuzi, Phys. Rev. E., 46, (1994), p.
R39.

7. T. Tanaka, Physica, 140A, (1986), p. 261.

FACULTY SPONSOR
Dr. Narendra K. Jaggi
Laboratory for Materials Physics
Illinois Wesleyan University
Bloomington, IL 61702-2902




VOL 13, #2

THE JOURNAL OF UNDERGRADUATE RESEARCH IN PHYSICS 53

GAMMA RAY EMISSIONS FROM BINARY PULSAR SYSTEMS
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ABSTRACT
A method was developed for estimating the gamma ray flux produced in a binary pulsar system
impinging upon the earth. We calculated the production of the 6.13 MeV gamma ray line produced by
protons emitted by the pulsar interacting with 160 atoms at the surface of the companion. We esti-
mated the gamma ray flux at the earth as a function of proton emission from the pulsar and distance
from the earth. Prospects for detection of the gamma rays on earth are discussed.

INTRODUCTION
A binary star system consists of two gravitationally bound
stars, orbiting a common center of mass. A pulsar is a
rapidly rotating neutron star, which , due to its intense
magnetic field, emits a wide energy spectrum of charged
particles and electromagnetic waves into narrow cones
about each of its magnetic poles. In a binary pulsar
system, one in which at least one of the stars in a pulsar,
some of the protons emitted from the pulsar strike the
surface of the companion star, where they interact to
produce nuclear excitations. A more detailed discussion of
this phenomenon can be found elsewhere. | Gamma rays
are emitted in the de-excitation of the excited nuclei on the
surface of the companion star. These gamma rays travel
outward from the system and may ultimately enter a
detector on the earth.

In the spectra from solar flare bursts, the most prominent
gamma ray lines are the 4.43 MeV line from 12C, followed
by the 6.13 MeV line of 160. 2 We chose to study the
production of the 6.13 MeV line since others have already
focused on the 4.43 MeV line in previous solar flare
work.3

The author graduated from Arkansas State University
in May of 1994 with a B.Sc. degree in Physics. This
research was begun at Goddard Space Flight Center
during a summer internship. This research was
presented at the first-ever Arkansas Undergraduate
Research Conference on March 12, 1994 and at the
meeting of the Arkansas Academy of Sciences on
April 9, 1994. Tony is currently pursuing a Ph.D.
degree in astrophysics at Purdue University.

THEORY AND CALCULATIONS
When a proton scatters inelastically off a target 160
nucleus, the nucleus is left in an excited state and emits a
gamma to reach its ground state:

p +160 > p' +160*
160 * — 160 +¥(6.13 MeV) . (1)

The probability that a proton of energy E, excite an 160
nucleus located at some thickness dx a distance x from the
surface of a target is given by:

dP(x) =O(E,) n,(x) dx . 2)
where o(E)) is the cross section for the production of the
gamma ray in question and n,(x) is the number density of
the target nuclei at depth x inside the target. In most
laboratory experiments, n,(x) is constant and the target is
so thin that the proton does not lose appreciable energy in
traversing the target. In this case, an integration over the
thickness of the target, 1, yields the thin target approxima-
tion for the probability of interaction and of producing a
gamma ray:

PE) = [ P =o@) 1. O

In our situation, however, the target is not thin. The
protons lose energy as the penetrate into the companion
star. We must employ a thick target approximation In this
case, the probability of interaction in a thickness dx
located at a distance x into the companion star is:

dP(x) =O[E (x)] n,(x) dx , C))
where E,’ is the energy of the proton after traversing the
distance x into the target. We can change the variable of
integration to the proton energy by:

dx =dE, I (5)

P
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where dE,"/dx < 0 is the stopping power of the target ized to N, protons per second:
material. N,E)=N,N,(E,)=N,K (E,) " (8)
As the gamma rays are produced at increasing depths into where the normalization constant X is determined by:
the companion star, the probability of them escaping out of - N
the material of the companion star decreases exponentially. _L HEpdE, =1. )

As a simplification, we assume that all gammas produced
within one attenuation length of the companion surface
escape with a probability of 1 and all those produced
further in are completely absorbed before escaping.
Hence, for a proton of energy E, entering the surface of
the companion star, we allow it to lose up to the energy
loss, A(Ep), at one attenuation length, xy. One attenuation
length is the thickness of an absorber which will cause the
gamma intensity to drop by a factor of e. The gamma ray
production probability becomes:

E, P ""M'EP) dE‘ -1

P(E,) = J o(E,)n, [?x_’] dE, , (6)
Ep

where target density, ng, , is the nuclear number density

times a typical 160 stellar abundance. The stopping power

is also proportional to the nuclear number density, so our
result is independent of the density of the companion star.

To find the number of gamma rays per second produced,
Ny, Equation 6, the production probability, is folded with
the proton spectrum, Ny(E,) from the pulsar which strikes
the companion star:

Ep-i-M,EP)

N,= | N,E,) dE, o(E,) n, [%] dE,, (T)

Ep

E

where E, = 6.52 MeV, the threshold energy for production
of the 6.13 MeV gamma ray. The proton spectrum in
Equation 7 is assumed to obey a power law and is normal-

T T

10 * 1;:' .lu'
E, (MaV)
Figure 1
Cross section for production of 6.13 MeV gamma rays by
scattering protons off 160.

By inverting the order of integration and performing one
integral analytically, we obtain:

AN AR
[

{(E,')‘ (e, +aE,) “} dE, .

Data for the gamma production cross section are compiled
from the literature. 4 The cross section peaks in the 10-15
MeV range and falls slowly with energy as shown in
Figure 1. An analytic fit to stopping power data was found
in the literature. 5 The energy loss over one attenuation
length is obtained from the stopping power

AE,) = L ﬁ[%]dx,

where the attenuation length xy, was obtained by assuming
a purely hydrogen composition for the companion. 6

(10)

an

RESULTS
Equation 10 was integrated numerically to obtain the
number of gamma rays produced per second. From
supporting literature, we found that the power law con-
stants were generally between 1.5 and 3.5. We chose the
power law factor o to be 3 as an approximation to a typical
power law curve. We took the proton flux, N,= 1041/sec to
be an upper limit estimate for the Crab Pulsar based on the
luminosity of the surrounding nebula. 6

The gamma ray production per unit energy of the incom-
ing protons, the integrand of Equation 10,

dN.
ggf =N,E,) PE,),

shows a peak behavior similar to the gamma ray produc-
tion cross section. This is shown in Figure 2. 90% of the
gamma rays are due to protons with energies Ep < 50
MeV.

(12)

The gamma ray flux at the earth was found by dividing N
by 4nd2, where d is the distance to the pulsar. Using 1000
light-years as the distance to the nearest pulsar, we
obtained:

mw,=2.4x10“‘c—”}‘§. (13)
To determine if this flux is detectable from earth, we need

to consider the background signal against which it must
compete. The observed energy flux from continuum
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DNIGE,  10%/(MeV sec)

T

E, (Mew)

Figure 2

Production rate of 6.13 MeV gamma rays as a function of
the energy of incoming protons from the pulsar.

gamma rays from the Crab Nebula is: 6
ao; _ ev
& =1 cm® sec MeV * a4

At a gamma ray energy of 6.13 MeV, Equation 14 predicts
a gamma ray flux of approximately

do, @, - -5 Ys
E_ET—_ 1.7x10 CIHZSCC MeV *
We take this to represent a typical background signal. The
6.13 MeV gamma ray line from 160 has a full width at half
maximum of about 0.1 MeV, so Equation 15 gives a
background flux:

15)

Ys
cm? sec s
The flux we calculated for 6.13 MeV gamma rays from
production in the surface of a companion star, Equation
13, is about two orders of magnitude smaller than the
estimated background from the continuum radiation from
the pulsar, Equation 16. This means that it is below
detection threshold. We also calculated the gamma ray
flux with o= 2. Although it increased the flux by a factor
of three, it was still an order of magnitude below detection.
However, more effort should be devoted to investigating
the proton flux and energy spectrum from pulsars before
the detection of the gammas produced by Equation 1 can
be ruled out.

ao,
O, =—7 0.1 MeV =1.7x10""
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ABSTRACT
The criterion for adiabaticity is examined for a two level atom immersed in a radiation field through a
series of numerical simulations. A scheme is presented in which the degree of excitation of a two level
atom can be greatly altered by changing the atom-radiation detuning parameter rapidly or slowly.

INTRODUCTION

When examining an atom that is immersed in a strong
radiation field such as a laser, it is often sufficient to
consider only the two energy levels of the atom that are
close to the resonance with the radiation field, such that

E,-E,=ho, (¢))]
where E and E; are the energy of the lower and upper
levels respectively and o is the angular frequency of the
radiation field. Figure 1 is a sketch of such a system. The
wave function, ¥, of this “two level” atom can be written
as

Y({Fn) = i Ca 0u(7) 5 2

n=1
where ¢, is the wave function for each state. By assuming
that the electron is always in either of the two states, the
sum of the probabilities of the electron being in each state
must add up to 1, giving

laf +|af =1. (3)
Schrédinger’s equation for ¥ leads to first order differen-
tial equations for the two amplitudes:

dc

#SL = Eyc, 4 Vi, (4a)
iﬁ%— B VB (4b)

Reina is a senior applied physics major at Columbia
University. This research was done while
participating in a summer research program
sponsored by the NSF at the University of Rochester.
She is currently applying to graduate schools to
study quantum optics.

where V,, is the matrix element of the interaction between
the atom and the radiation field. In most cases of interest
in quantum optics, this is the potential energy that comes
from the interaction between the atomic dipole moment, d,
and the electric field of the radiation:

V =—d-EF). (5a)
Since we are considering only one atom, we can put it at
the origin of the coordinate system, giving a potential
energy
V =—d-E(I).

Equations 4 can be simplified if we only consider the
interaction with a quasi-monochromatic radiation field:

E(1) =¢g,(1) (e + &™) (6)
where o satisfies Equation 1. If E(r) is sufficiently
monochromatic, that is if &, is nearly constant with time,
de,
dt

and if the anticipated resonance between the atom and the
field is sufficiently sharp,

(5b)

<<

g,

, (7a)

|0y -0 <<o, (7b)

Figure 1
Energy level diagram of an atom showing the two states.
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where

Wy, =(E,-E) /% 6]
is the angular transition frequency of the atom, then the
rotating wave approximation (RWA) can be used to
simplify Schrédinger’s equations.

We start simplifying by first defining new variables:
=0 o HEGEY. 9
These new variables will satisfy the conditions

|a,r+[a2|1=|c,r+|c,|2=l. (10)
We can substitute Equations 9 into Equations 4 to obtain
equations for the a’s. The RWA neglects rapidly changing
exponentials and replacing factors such as 1 + e2ietor 1 +
e-2iot by 1. After applying the RWA, Schridinger’s
equations become:

.da

:—1=—%xa2 (11a)
d
:d—?-Aaz—%xal, (11b)
where
A=, - (12a)

is called the detuning of the atomic transition frequency
from the radiation frequency, and

2
x=25% (125)

is called the Rabi frequency of the interaction, assumed
here to be a real number.

By introducing the new dimensionless parameters,
6=% and T=%1 , (13)

Schrésdinger’s equations become fully dimensionless:

:‘f,‘.‘;——laz (14a)
-5“—2 Sa,— 7a, (14b)

In this paper, our focus will be on a comparison between

P
0.8 5=0
5§=10
06 |
PO
04 |
02
0
0 5
1
Figure 2

Rabi oscillations for different values of é.

solutions to the RWA equations when the parameters of the
Hamiltonian are strictly constant and when they are
allowed to vary slowly in time (the adiabatic case). A
more detailed discussion of related questions in quantum
optics of two level atoms can be found elsewhere.1

STEADY EXCITATION
The solutions to Equations 14 for a strictly monochromatic
radiation field (constant amplitude and frequency) can be
found in terms of Q2 = 1 + 82, where Q is called the
generalized or detuning-dependent Rabi frequency. For
the most common case, where the atom is in the lower
state initially, that is a;(0) = 1 and a3(0) = 0,

a, (1) = [cos (%1) +1i —3— sin (%)l e¥'?  (15a)

@M= z[ﬁ sin (%1)] el (15b)

The probabilities undergo Rabi oscillations:
P(©) =|a, =cos (BF) (8] sin* (%) (16a)
Pt =|af = (_.(1'1]2 sin? [%_,l] . (16b)

The periodic nature of these solutions is shown graphically
in Figure 2. Note that when §, the normalized detuning, is
constant in time, complete inversion (where a; becomes 0
and a; becomes 1) is impossible unless & = 0.

ADIABATIC EXCITATION
Schrdinger’s equations (Equations 14) can be written in
matrix form as:

ﬁ- “l [ (17a)
or
cdY _
id¥-my, (17b)
where
1
v =[%] ana m=| % 2|, g
_% 5

Since the matrix M is of second order, it has two eigenval-
ues and eigenvectors. The eigenvalues represent the
energy in units of  and the corresponding eigenvectors
represent the wave function of each of the states. These
eigenvalues are different from the energies E; and E;
because they include the effect of the laser interaction and
E; and E; only refer to the “bare” atomic energy levels.

Finding the eigenvalues
To obtain the eigenvalues and eigenvectors, we must solve

MY¥ =AY, (19)
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where A is the eigenvalue. This equation has nontrivial
solutions when

det(M -A1) =0, (20)
where I is the identity matrix. The characteristic equation
is A2- 3 A - 1/4 = 0 and the solutions to Equation 20 are:

r=8 +1VE 4 (21a)
r=% -LVF 1. (21b)

Plots of these eigenvalues as a function of § are shown in
Figure 3.

Finding the eigenvectors

The eigenvectors can be found by solving Equation 19

for the normalized ‘¥ that satisfies Equation 10. There are
two solutions for a; and a, corresponding to A = A, and
A=A

T — 22a)

" V1+4|Af (
i:i_ (22b)

J1+4|0f
The eigenvectors can be written as
w:“n]:—l [ 1 (23a)
CL% J1ea|af -2

= o || 1| (236
¥ a**] 1f1+4|l_l _2‘1-] =0

Itis a key to our discussion to note that the eigenvector .,
coincides with the ground state if & is very large and
negative, and it coincides with the excited state if & is very
large and positive:

We can make a connection with the case discussed in the
previous section, where the initial conditions are a;(0) = 1

L LA S S N S S B B e Sum SE NN B S s |

Figure 3
The two normalized eigenvalues as a function of 6.
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Figure 4
Adiabatic and non-adiabatic inversion processes for

different 8(t).

and ay(0) = 0 by simply starting ¥, with § having a very
large and positive value.

Jdim 2, =0, fim oy, =[}] @
ﬁl-i;tp- l" =6 : 5l—ibwa w’ =I“01] ! (24b)

Equations 24 suggest that the atom can be excited with
100% probability just by sweeping & from a very large
negative value to a very large positive value. Since in this
case, & is no longer constant with time, numerical solu-
tions are necessary to confirm this. Figure 4 shows two
specific time dependences of §(t) used to integrate
Equations 14. The probability of the atom being in the
excited state, P, , is shown. Each curve represents a
different rate of change in 8 in the same time period. Of
the two cases shown, one is successful in producing nearly
complete inversion and one is not. This can be explained
by the adiabatic principle.

THE ADIABATIC PRINCIPLE
Consider the matrix form of Schrédinger’s equation
(Equation 17b) again. If ¥ and M are simply numbers, the
solution would take the form

W(1) = e ™MTWY(0) . (25)
However, since they are not, the eigenvalues of M must be
used instead. Each component of ¥ becomes

a,(t) =A, e +B e T (26a)
a(1) =AM+ B, " (26b)

where A, and A are given by Equations 21. This is the
real solution only when the A’s are constant. If the A’s
change with time as they did in the previous section, the
solution is only an approximation. The approximated
eigenvectors in Equations 26 will change because of both
the explicit time dependence and the implicit time depen-
dence due to the fact that A+ will change with time if §
changes with time. For the approximation to be valid, the
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implicit change should be much slower than the explicit
change. This is the adiabatic principle.

A new parameter 6, where sin(0) = 1/Q and cos(8) = 8/,
can be introduced to compare the rates of change of the
approximated eigenvectors and Equations 26. Note that
sin2(8) + cos2(8) = (1/Q)2 + (8/Q)2 = 1 because

Q2 = 1+62 . Using some trigonometric identities, one can
show that:

@7

in[8

v =[alo}= Sl.ll(2) .
%] | cos (%]

Changes in 6 can be used as a substitute for changes in y,.

because any change in 6 due to a change in 8 will be
reflected immediately as a change in y, . Since

%=—i1, Aje™ — i\ B e  (28a)
‘:;;ftz=_m‘,43e—-‘w —iA_Byei*t,  (28b)

we see that the explicit rates of change are given by A, and
A.. Thus the implicit changes are slow enough only if

g% <<A, . (29)
This inequality is called the adiabatic inequality. Its
validity is required for the adiabatic principle to be
successful.
Let us evaluate g—% for our problem:
. d(l]
dg_d(sin®) 1 _ \Q/Q _ éﬁ}_!_ 30)
dt dt cos®  dt dt) o -

If we put this result into equation 29 and remember that
the eigenvalues, A+ are smaller than Q , we find:

dd 3
dtcc?\.in <<’ . 31)

The relatively robust character of the adiabatic principle is
shown in Figure 4, Nearly 100% excitation of electrons is
possible for the case where &(t) = .5t - 5 (d/dt = .5), but
when dd/dr is too large, as in the case where

8(t) = 21 - 20 (d8/dt = 2), the complete excitation is
unattainable. In the two examples, d8/dt differ only by a
factor of 4 which does not appear to be large enough for
one case to satisfy Equation 31 and the other not. This
result suggests that the adiabatic principle is better than it
should be as a guide to the physics. It also suggests that in
practice, the only thing that matters is whether d8/dr>Q3
or dd/dt<Q3. Complete inversion with adiabatic excitation
is very useful since complete inversion is not possible in
the steady excitation unless 8 = 0, which may be difficult
to obtain experimentally. The smooth and gradual change
in A, as shown in Figure 5 in the curve &(t) = .51 - 5, as
opposed to the more abrupt change in A for 8(t) = 21 - 20,
is a criterion necessary for the adiabatic principle to
succeed.

smooth (adiabatic) -

abrupt (non-adiabatic)

Al e dla s gl lesealanaal ool

105 11 115 12

Figure 5
The two normalized eigenvalues for different rates of
change of 8(t).
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ABSTRACT
Observations of the solar corona were made for oscillations in observables such at temperature, density
and velocity through spectroscopy. The green [A5303 A (FeXIV)] and the red [A6374 A (FeX)]
coronal lines were analyzed. Continuous observations lasted up to 1.5 hours at a cadence of once
every 24 seconds. The line profiles were calibrated with a dark and sky subtraction and fitted to a
Gaussian distribution. We found possible correlation between density and temperature. There were
fluctuations found in intensity (5%), velocity (1km/s) and in the Doppler temperature (10%). The
power spectral analysis implies an energy flux of about 104 ergs/cm2/s for frequencies of 10 mHz and
below. This power may not be enough to fulfill the power requirements needed to heat the corona

INTRODUCTION
Solar oscillations in the photosphere have been studied
since their discovery in 1960. 1 The amount of research on
the oscillations in the solar corona, however, is consider-
ably less. A compilation of investigations on the solar
corona shows about 15 different measurements. 2 In this
small sample, it is conclusive that there are oscillations in
certain areas of the corona and they suggest the possibility
of the oscillations being periodic. If periodic oscillations
exist in the corona, they possibly could be the extensions
of waves from lower levels of the sun. These oscillations
could come in the form of magnetosonic waves , which
propagate at an angle to the magnetic field lines, or Alfvén
waves which travel solely parallel to the field lines. These
waves may provide the mechanism for coronal heating.

One theoretical model suggests that Alfvén waves are
amplified in certain spots in the corona, dissipating their
energy primary through Joule heating. These waves tend
to be found in magnetic flux tubes (localized magnetic
field structures with photospheric footpoints joined by a

Stephen is a first year graduate studeni at the Roswell
Park Memorial Cancer Institute. His undergraduate
degree in physics was obtained from the State
University of New York at Binghamton. This research
was begun during the summer of his junior year as
part of a summer research internship at the National
Solar Observatory. He is currently working towards
a degree in biophysics.

field loop. This theory, however, has some problems.
Alfvén waves are not easily excited or dissipated. The
time scale of the driving force, or the period of the wave,
has to be smaller than the interval it takes for the wave to
traverse the loop of the tube or no excitation will occur.
Granulation, convective cycling of hot gas, has a period of
about 400-900 seconds, while the Alfvén wave travel time
ranges from 5-300 seconds. Acoustic oscillations originat-
ing from the photosphere, or p-mode oscillations, range
from 200-300 seconds, so theoretically, they can be a
cause of the coronal heating. If the waves are excited, the
dissipation of their energy could occur through surface
waves on the skin of the loop. These waves would refract
and release heat in areas of strong field gradients through
Joule heating. These are very particular circumstances, so
this mechanism is probably only valid for certain regions.
Fortunately, this theory is reasonably well understood, as
contrasted to other theories of magnetic reconnection, such
as field-aligned currents and magnetohydrodynamic
turbulence.

In this experiment, we observed oscillations in the gas
density, the temperature and relative velocity and then
searched for periodic behavior. We hoped to distinguish
between magnetosonic waves and Alfvén waves through
the existence of intensity fluctuations. We also hoped to
establish a power limit on the waves which would be
useful for evaluating theoretical models.

OBSERVATIONS
The observations were taken with the 40 cm coronagraph
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and the Littrow spectrograph at the Evans Facility of the
National Solar Observatory/Sacramento Peak. The spectra
were taken with a MDA (256x403) CCD camera with a
spatial resolution of 1.6 arcseconds. The observations
were made in the visible range, one day in green (A =
5303 A) and three days in red (A = 6374 A). The line
profile analyzed was approximately 4.9 A in width for the
green line and 8.1 A for the red line. The observations
(see Table 1) took place between March 22, 1993 and
March 25, 1993, averaging 6 hours per day. All data were
gathered at a height of about 60 arcseconds above the
limb, or edge of the sun. This height was split up into 256
slit positions. A spectrum was taken at each slit position
during an exposure time of 15 seconds with an extra 9
seconds for overhead. The typical continuous run time
was between 1 and 1.5 hours, with interruptions between
runs of up to an hour.

DATA REDUCTION
The CCD images were calibrated by subtracting the
nonuniform thermal excitation image (dark current). The
bias voltage was also subtracted our during the dark
subtraction. Flatfielding, correcting for the spatial
inhomogeneity of the CCD sensivity, was not done due to
the lack of good flats; the calibration lamp did not illumi-
nate the camera uniformly. The intensity error due to
interference of reflected light in the camera was about 3%,
not including error due to dust.

In the first line profile analysis, we fit only the central
emission curve to a 2nd order polynomial. In the second
method, the whole line profile and continuum were fit. In
the green wavelength profile, absorption lines may skew
the fit and alter the information extracted from this fit.
Consequently, a point-by-point sky subtraction was used to
reduce the absorption line contribution. Since the last few
slit positions looked at just the sky spectra, the average
intensity, /(A1) over these profiles for each wavelength
and time was taken. We also found the average intensity
over a small band of wavelengths in the continuum at each
slit position and time, N(x,f). The final subtraction
resulted in an intensity for the line /(A x,1):

!(;\.,[J) = "du(l:xtt) T [.n}, N(X,f) (1)
where x denotes the slit position, /,ss()) is an observed
spectral profile.

Tablel — List of Obrervations

Date- Hows A Wihere | Prwdition Augle | Comments

22 March 93 | 1847 1961 | 5300 A | NW linly 281 Spatial drift

- 19.82 - 20.30 b = 3 Spatial drift

21.03 - 2217 Dol . Cloniels

- 23.34 2445 B ' i Clonely

23 March 93 | 2201 2510 | 6371 & | NW fiah 281 Weak cmission

- 205 .39 - > ' Dol Clisels

20 Ml 93 | 17.85 1900 [ 6374 A | NE Luahs G Spatial Drift
N 12.85 21.m - = ¥ Telescopse: woved

- 21.34 2250 = Baul..Clowdy

| 20 Mawed 93 [ 1731 2282 [ 6371 A Flits. Darks

Table 1

Summary of data taken.

The data were fit to:

F(x) = A(0) exp (%) +AQ)+A@)X+AG) 2 (2)

where A(0) is the peak height, A(1) is the center of the
peak, A(2) is the width of the peak, z = (x - A(1)/A(2)), and
A(3), A(4) and A(S5) are constant to fit the continuum
intensity background. The parameters A came from the
best guess of a program called “Gaussfit” created in
IDL™, Interactive Data Language from RSI Corporation.
These parameters were then sent to a program called
“Curfit” 3. Curfit is a method of linearizing the fitting
function and then applying least squares fit to the function.
It then reiterates this process until the %2 changes by only
0.1% After fitting a spectrum with a Gaussian shape
shown in Equation 2, three parameters are obtained: the
height A(0), the width A(1) and the center of the Gaussian
emission line A(3).

The shift in the wavelength of the center of the emission
line was transformed into velocity using the Doppler shift
equation;

=4 3)

where V is the velocity of the ions emitting the wave-
length. Positive velocities are red shifted and negative
velocities are blue shifted. The width of the Gaussian
profile of the emission line can be correlated with the
temperature of the emitting ions in optically thin regions.
This width has both thermal and a non-thermal contribu-
tions given by: 4

A\, 3
W=%(%LV) =cTh @)

where £ is the Boltzman constant, Al is the “Doppler half
width” and Ty is the Doppler temperature. Hence, the
parameters A(1), A(2) and A(3) can be correlated with
intensity, Doppler width temperature and Doppler velocity
respectively.

The error observed in the intensity of +3%. The error in
the other parameters was determined through a computer
simulation. The errors in velocity and width are strong
functions of the signal to noise ratio (S/N). Our S/N ratio
was defined as the height of the emission peak divided by
the continuum noise. For these parameters, S/N was
measured for each spatial position and time and used to
compute the standard deviations in velocity and width.
Figure 1 shows the error bars on the velocity measure-
ments.

ANALYSIS
For the limited coronal region along the line of sight, the
intensity, /5, is related to the density of the emitting ions,
Nge, by: 4
h A, N o N av,
h=ix % N NN SN T, ()

Where A is the transition probability for spontaneous
emission between upper energy level u and lower energy
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level [, N, is the electron density, T is the electron tem-
perature, [y is the effective path length, Ny is the hydro-
gen density and f and g are functions weakly dependent on
electron density and temperature. For a particular wave-
length A, Equation 5 becomes:

h=CW | fN 8Tl ©

where C is constant whose value is dependent upon which
wavelength is picked. The factors in the square brackets in
Equation 6 (besides f and g) are geometric, making the
intensity essentially proportional to the density of iron
ions, SO:

Al = AN, )

DISCUSSION
The only data that was consistent upon analysis were the
22 March and 24 March data. In the 24 March data, there
were well formed loop structures, one in the first half of
the data and two in the second half of the data as seen in
Figure 2. We consequently analyzed the 24 March data in
two separate parts.

Three kinds of plots of the data were produced: the time
plot for each observable; scatter plots of various combina-
tions of observables; and power spectra, plots of the
Fourier transform against the frequency. The scatter plots
compared two observables against each other. The power
spectra were calculated for velocity, intensity and Doppler
temperatures averaged over spatial regions.

The time plots of the red line single loop show maximum
variations in intensity of (5+3)%. These values are larger
than most observations. Only one has shown a variation of
6%. 4 The velocity showed a (0.8+0.4)km/s variation
which is a little slower than past observations. The
temperature (Doppler width) exhibited a (10.0+2.5)%

Sample of Errors in Velozity Measurements
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Figure 1
Velocity measuremnts with error bars.

Red Line Doto 24 Mar 93

LONT

MDTH

Figure 2
The red line data over time and spatial position. Notice
the correlation between peak intensity and line width. The
velocity has a loop like structure to it corresponding to the
bright region in intensity.

variation which is similar to what has been seen before.
The scatterplots made of the green line data showed
random distributions in the intensity vs temperature and
velocity vs temperature plots. However, there was a linear
correlation between intensity and temperature. This linear
relation was also found in the 24 March single loop in the
red line data. This data also showed a strong correlation
between intensity and velocity, but the velocity vs tem-
perature plot was a random distribution.

Figures 3 - 5 show the results of the spectral analysis,
which are mirrored about the Nyquist frequency of 22
mHz. The power spectra of the velocity plots of the red
line data of the single loop show low frequency power of
161 (km/s)2/Hz at 3 mHz and 13%1 (km/s)2Hz at 5 mHz.
The power spectra of the intensity plots shows peaks of
0.031+0.003 (AI/T)2/Hz at 5.5 mHz, 0.017+0.003 (AI/T)2/
Hz at 6.5 mHz and 0.016+0.003 (AI/T)2/Hz at 12 mHz.
The power spectra of the temperature plot showed a peak
of 0.20+0.05 (AT/T)2/Hz at 3.5 mHz. None of these peaks
overlapped. In other observations, the noise level was
larger than the power peaks of the first red line data. The
problems of noise in the data stemmed mostly from the
short exposure time of 15 seconds. This was not long
enough to collect sufficient photons to produce a good
signal. The S/N for the data was about 8 - 20, which is
relatively bad.

If we make some assumptions about the Alfvén waves, we
can convert the power spectra’s limits to ergs/cm2/sec.
Our data gives a value of about 104 ergs/cm2/sec. Theo-
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Velocity power spectrum in the single loop red line. Notice  Velocity power spectrum in the double loop red line.

the peaks at 3.0 mHz and 5.5 mHz. Notice that the noise power is more than 100 times greater

retical calculations for an active corona give values of 107
ergs/cm2/sec.

Our data seem to confirm the existence of magnetosonic
waves in the corona. These waves can not heat the corona
themselves and, therefore, must act in conjunction with
some other mechanism. If other waves exist, they may do
so only in specific coronal locations to maintain the
temperature inhomogeneity that we see. 2 It is also
possible that if more than one loop exists, they may
destructively interfere with each other, making oscillatory
motion difficult to observe. We believe that our methods
are an improvement over previous attempts to detect the
waves. The data obtained in this experiment were survey
data, the quality was not very good. The observations
need to be taken during a more active period with longer

Red Line Width Power Sp
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Figure 4
Power spectrum of the Doppler width temperature of the
single loop red line. Notice the peaks at 3.5 mHz and at
5.5 mHz.

than in the single loop red line data, limiting the
usefulness of these observations.

exposure times and a good seeing day.
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