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We characterize the F-turnoff (FTO) stars in two globular clusters in the halo of the Milky Way. Data
for the two clusters, Palomar 13 and Whiting 1, recently became available in Data Release 8 (DR8) of the
Sloan Digital Sky Survey (SDSS). Based on a histogram of the magnitude distribution, we find that the mean
magnitude of FTO stars in Palomar 13 is Mg = 4.46±0.26 and the mean magnitude of FTO stars in Whiting
1 is Mg = 4.11± 0.30. These measurements are in good agreement with Newby et al. (2011). Palomar 13 is
marginally inconsistent within 2σ − 3σ because fewer of the fainter stars are observed than expected. Since
Palomar 13 is within the range of cluster propeties previously studied, it was not expected that this cluster
would be an outlier. The discrepancy is due to lower than expected completeness in measuring faint stars
in the cluster, because the seeing in the Palomar 13 images is worse than in other SDSS images of globular
clusters. We continue to find that globular clusters in the halo of the Milky Way all have similar absolute
magnitude distributions. We also confirm that Whiting 1 is within the Sagittarius dwarf tidal stream, while
Palomar 13 is not.

1 Introduction

Stars are classified by temperature using the letters OBAFGKM listed in order from hottest to coolest. The

brightness of a star is measured in magnitudes, where a decrease in magnitude of one unit(for example from

0 to -1) is an increase in brightness by a factor of 2.5. The apparent magnitude measures the brightness

that a star appears to us on Earth. Absolute magnitude is a measure of how bright the star would be if

it was viewed from 32.6 lightyears (10 parsecs) away. Another stellar characteristic, color, is quantified by

the difference between the magnitudes in two filters. The Sloan Digital Sky Survey (SDSS)[1] measures

the amount of light from each observed star through five different filters, labeled ugriz, representing the

ultra-violet, green, red, infrared, and one micron parts of the spectrum.

In this paper we will focus specifically on stars of spectral type F. Stars with this temperature have

colors of 0.1 < (g− r)0 < 0.3, where the zero subscript denotes that the color has been dereddened using the

Schlegel, Finkbeiner, and Davis (1998) extinction map [2], to remove the effects of reddening due to dust
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between us and the star.

A color-magnitude diagram, also called a Hertzsprung-Russell (HR) diagram, shows some measure of

temperature on the x-axis and some measure of brightness on the y-axis. Brighter stars are towards the

top of the diagram, and fainter stars are towards the bottom. See Figure 3 in Newby et al. (2011) for

representative HR diagrams of globular clusters in SDSS data [3]. A globular cluster is a gravitationally

bound group of hundreds of thousands of stars originally formed from one cloud of gas and dust. However,

using high accuracy Hubble Space Telescope data, Piotto et al. (2012) recently showed that many globular

clusters have more than one stellar population, visible from a broad subgiant branch (SBG) or distinct

separation between multiple SGBs [4].

All of the stars begin on the main sequence of the HR diagram and the energy that makes them shine

comes from fusion of hydrogen into helium. Although the more massive stars have more hydrogen fuel to

burn, they are so much hotter and brighter than less massive stars that they run out of fuel more quickly.

As these hot, bright stars move off the main sequence and eventually die, there is a most massive (most

blue and bright) group of stars that is still left in the main sequence of the globular cluster. The stars in

this group are known as “turnoff” stars. For most globular clusters, the color (temperature) of the stars is

spectral type F (hereafter FTO stars).

Stars that have a known intrinsic brightness (absolute magnitude) are often used as distance indicators

in astronomy because the intrinsic brightness can be compared with the observed brightness (apparent

magnitude) to get the distance using the inverse square law. FTO stars are not traditionally chosen for

distance calculations because they span a range of 1.5 magnitudes or more in brightness. When one absolute

magnitude is assumed for the FTO stars in a particular globular cluster, the stars would appear to be spread

in distance by a factor of 2 . However, if there are enough FTO stars in a sky survey, the statistics of

the absolute magnitude distribution can be used to map the volume density of stars without knowing the

distance to each individual star. This techniques is known as statistical photometric parallax (Newberg et

al.(2013)) [5]. For example, Newberg et al. (2002) used F-stars to identify new halo structures [5] from

spatial overdensities of SDSS stars in the Galactic halo. Even though A stars are each individually better

indicators in the halo than FTO stars, the abundance of FTO stars made it possible to see many more halo

substructures than Yanny et al. (2000), who used similar data and techniques but used color-selected A stars

[6]. Later, Newberg and Yanny used FTO stars to estimate distances to overdensities [7] and halo streams

including the Sagittarius stream [9], the Orphan stream [10], and GD-1 [11].

Some authors have measured distances and spatial stellar densities using a maximum likelihood technique

[12] that assumes a Gaussian distribution in magnitude of FTO star absolute magnitudes centered at Mg =

4.2 in the green passband with σ = 0.6. This absolute magnitude distribution was suggested from a study
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of some of the known halo substructures, but it was not known how universal the absolute magnitude

distribution was. In general, the color and brightness of FTO stars depends on age and chemical composition

(metallicity) of the stellar population observed. However, Newby et al. (2011) found that the absolute

magnitude distribution of color-selected F stars is intrinsically similar for the eleven globular clusters in the

Milky Way stellar halo that were studied. They found that the best fit to the data was a“double-sided”

Gaussian distribution with a central absolute magnitude of Mg = 4.18 ± 0.008 [3], a left side standard

deviation of σ` = 0.36, and a right side standard deviation of σr = 0.76. In addition, it was discovered that

the observed standard deviation appears to be dependent on apparent magnitude, due to increasing errors in

the measured colors of fainter and more distance stars in a given survey. Since the FTO stars were selected

based on color, the sample is significantly contaminated by stars of different types as the color errors increase

[3].

Newby et al. (2011) used eleven globular clusters in the Northern Galactic Cap from SDSS DR7 in their

analysis. They spanned ages from 9.5 to 13.5 Gyr and metallicities from [Fe/H]= −1.17 to [Fe/H]= −2.30.

The similarity in the absolute magnitudes of the FTO stars was surprising, but is apparently due to the Milky

Way Age-Metallicity Relationship (AMR) [13, 14, 15] recently discussed by DeAngeli (2005), Maŕın-Franch

(2009), and Dotter (2011). Younger clusters would normally have a brighter turnoff than older clusters, as

fewer high-mass stars would have burned out and left the main sequence. Metal-rich clusters usually have

fainter turnoffs. Since metal-rich clusters are generally younger than metal-poor clusters, the effects cancel

so that the turnoff distribution is largely the same for globular clusters in the Milky Way. Newby et al.

(2011) showed that the similarity in turnoff distributions for old populations in the Galactic halo simplifies

measurements for distances but complicates estimates for age. Both age and metallicity affect the turnoff

magnitude and color of a cluster.

In this paper, we apply the techniques from Newby et al. (2011) to see if the conclusions hold for two

additional globular clusters in the Southern Galactic Cap that became available in a later SDSS data release

[16]. One cluster has an age and metallicity within the range for clusters chosen by Newby et al. (2011), while

the second cluster is younger and more metal-rich than the previous clusters studied. Both clusters studied

are more distant than any of the clusters studied by Newby et al. (2011), so our study tests the predictions

for higher color errors than previously studied. We present color-magnitude diagrams and isochrones for

each cluster. We also show histograms of the magnitude distribution of color-selected FTO stars, which are

compared with the predictions of Newby et al. (2011). The mean value of a histogram of the magnitudes

of stars for each cluster also marks the bluest point on the cluster’s isochrone. We conclude that the mean

magnitude of FTO stars in these globular clusters in the Milky Way are consistent with the results of Newby

et al. (2011), though these clusters are more distant and one is at a higher metallicity than previously
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studied.

2 Globular Cluster Data Selection

In the Catalog of Parameters for Milky Way Globular Clusters [17] there are three clusters in the Milky Way

halo that are in the Southern Galactic Cap portion of the SDSS footprint. One of the three clusters, NGC

7089, was included in the studies by Newby et al. (2011). The other two are Palomar 13 and Whiting 1.

Palomar 13 was studied using the Keck telescope and High Resolution Echelle Spectrometer (HIRES) by

Côté et al.(2002) [18] to estimate a distance of 24.3 kpc, equivalent to the distance given by [17]. Bradford

et al. (2011) [19] used the Keck/DEep Imaging Multi-Object Spectrograph (DEIMOS) to determine a

spectroscopic metallicity of [Fe/H]=-1.6 and an age of 12 Gigayear (Gyr) for Palomar 13. Whiting 1 was

originally reported by Whiting et al. (2001)[20] and was subsequently studied by Carraro et al. (2007) [21]

using BVI photometry and color-magnitude diagrams to obtain an estimated age of 6.5+1.0
−0.5 Gyr, a metallicity

of Z=0.004 ([Fe/H]=-0.65) and a distance of 29.6 kpc, which is closer than the estimate from [17].

To build our data set for each globular cluster, we used the coordinates from [17] to center the globular

cluster in the SkyServer Navigate Tool. We magnified the cluster within the frame so that the cluster was

visible and visually distinct from the background. The Right Ascension and Declination (α, δ) values were

read from the corners of the image, 0.5 degrees from the center of the clusters, and the square area of stars

was selected from the SDSS database. The selection limits for Palomar 13 were 347.0o < α < 364.45◦ and

12.4◦ < δ < 13.0◦. The selection limits for Whiting 1 were 30.05◦ < α < 31.05◦ and −3.55◦ < δ < −3.0◦.

We queried the SDSS database over the area chosen for each cluster, selecting objects classified as “star”

with colors in the range −0.3 < (g − r)0 < 0.6 to include a wide range of stars, including FTO stars, and

(u− g)0 > 0.4 to eliminate quasars [5].

The selected stars are shown in Figure 1. The selected stars that are more than 0.037 degrees from each

cluster were included in “background” samples. We removed the stars that were located in an annulus with

a width of 0.02 degrees at the boundary of the cluster and background stars to remove contamination from

background stars. These stars are not shown in the figure.

3 Isochrone Fits

In Figures 2 and 3 we show color-magnitude diagrams of the stars in each globular cluster, and of the stars

in a region around each globular cluster, respectively. The background stars are at different distances, have

different ages, and should not group together on a color-magnitude diagram in the same way that globular
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Figure 1: Right Ascension and Declination positions of stars in Palomar 13 on the left and Whiting 1 on the
right. In each panel, cluster stars are marked with filled circles, and background stars are marked with plus
signs. Stars within an annulus of width 0.02 degrees been discarded at the boundary between the cluster
and backgrounds stars to prevent contamination in the cluster and background samples. A sample of the
background the same angular size as the cluster is marked with solid triangles.

cluster stars do. There is a lack of stars with a magnitude fainter than 22 in the figures, because the fainter

stars in globular clustersare obscured by brighter ones [5]. Outside of the globular clusters, the SDSS is

efficient at detecting sources to 23rd magnitude in g. The FTO stars attributed to the cluster have a range

of about 2 magnitudes. In both panels of Figure 2 and the right panel of Figure 3, most of the stars are bluer

than (g− r)0=0.4. In the left panel of Figure 3, there is a higher density of stars redder than (g− r)0 = 0.4
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Figure 2: Color-magnitude plots for Palomar 13 (left) and Whiting 1 (right) are shown with isochrones
overlaid. We used an age of 12 Gyrs and a metallicity of Z=0.00039 for Palomar 13 [19]. We used an
estimated age of 6.5 Gyrs and a metallicity Z=0.004 for Whiting 1 [21]. The third parameter, distance, was
24.3 kpc [18] for Palomar 13 and 30.1 kpc [17] for Whiting 1. The data has a large scatter in color, but the
isochrones fit the data. Because faint stars are overpowered by brighter stars in crowded parts of the sky
like globular clusters, there are few stars fainter than the 22nd magnitude.
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Figure 3: A color-magnitude diagram for background stars near Palomar 13 on the left and near Whiting
1 on the right. The solid triangles show the positions of stars from a sample of the background with the
same area as the globular cluster. Not all of the triangles depicted in Figure 4 are visible here because the
magnitudes are not in the range shown. The scatter of stars is indicative of a good choice in background.
The background of Whiting 1 shows the main sequence of the Sagittarius tidal stream.

Unlike closer globular clusters, it is difficult to pinpoint the turnoff of these clusters because they are close

to the magnitude limits of the SDSS photometry and the errors in color are large. Also, much of the main

sequence below the turnoff is not visible. Instead of fitting an isochrone to the data, we used the accepted

values from other sources for the age and metallicity for each cluster. Following Newby et al. (2011), we

used the linear color correction from [3] to calibrate the Padova isochrones [22, 23] to An et al. (2009) [24]

results.

For Palomar 13, we used a metallicity of [Fe/H]= -1.7 and Z=0.00039 and an age of 12 Gyrs [19]. For

Whiting 1, we used a metallicity [Fe/H]=-0.65 and Z=0.004, and an estimated age of the cluster of 6.5 Gyr

from photometry measurements [21]. In the HR diagrams for both clusters, there is a concentration of stars

at about the right color and magnitude for the cluster turnoff. Due to the large distances of these clusters,

the observed color spread of the turnoff is large and the fraction of cluster stars observed is reduced. The

color-magnitude diagram for stars in Palomar 13 has few stars with a magnitude fainter than 22 due to the

crowding and cluster detection efficiency at faint magnitudes [5]. A decrease in the number of stars fainter

than the 22nd magnitude is also evident in the HR diagram for Whiting 1.

The left panel of Figure 2 shows a color-magnitude diagram of Palomar 13 cluster stars where the stars

group together and follow the shape of the isochrone. The left panel of Figure 3 shows a color-magnitude

diagram of the background stars from Figure 1, showing an even and apparently random distribution of

stars. They do not clump around the isochrone. A small area of the background in Figure 1 was chosen to

have the same area in the sky as the cluster and was plotted as solid triangles, to show the expected density

6

mpayne
Typewritten Text
16 March 2013			Journal of Undergraduate Research in Physics			MS12024OBR



of stars that are not part of a cluster. Only three of ten stars are in the portion of the HR diagram shown

and they do not follow the same pattern as the color-magnitude diagram for the cluster in Figure 2.

The right panel of Figure 2 shows a color-magnitude diagram of Whiting 1 cluster stars. The isochrone

shows that the concentration of stars is near the expected turnoff magnitude. In the right panel of Figure 3,

the sample of background chosen to have the same angular size as the clusters are denoted by solid triangles.

The background is not part of the cluster, so it is surprising that many of the background stars seem to

follow the isochrone.

The magnitude versus color distribution of the background stars selected around Whiting 1 looks similar

to the distribution of Whiting 1 itself. It is unusual to find that the stars outside a globular cluster have

the same distribution in an HR diagram as the cluster itself. In this case, we believe this is due to the

globular cluster’s association with the Sagittarius dwarf tidal stream. Law and Majewski (2010)[25] found

that Whiting 1 was likely to be part of the trailing tail of the Sagittarius dwarf stream based on angular

position, heliocentric distance, and radial velocity. These stars, and possibly the Whiting 1 globular cluster,

were ripped away from the Sagittarius dwarf spheroidal galaxy by the tidal forces in the Milky Way.

Though Palomar 13 was originally a candidate for association with the Sagittarius stream, the proper

motions from Siegel (2001)[26] led them to conclude that it is not likely that Palomar 13 was part of the

Sagittarius stream. We agree with these results, as stars from the Sagittarius dwarf tidal stream do not

appear in the background of Palomar 13.

4 Measured versus Expected F-Turnoff Absolute Magnitude Dis-

tribution

The globular clusters studied in Newby et al. (2011) had similar µ and σ` values (where µ is the peak turnoff

star absolute magnitude and σ` is the width of the left side of the Gaussian) regardless of distance, age, or

metallicity. This implies that the halo cluster populations are intrinsically similar. There were differences

in the measured values of σr due only to observational biases in SDSS photometry at faint magnitudes.

Equation 12 [3] provides a fourth order polynomial fit to σr as a function of distance due to color errors

1.741633 + 0.457079d− 0.0250001d2 + 5.720776× 10−4d3 − 4.7× 10−6d4. (1)

This formula is only valid for 10¡ d¡ 45 kpc. Errors in colors at large distances reduced the number of

true FTO stars detected on the faint side of the histogram, but increased the number of intrinsically redder

and fainter stars. The intrinsic value of 0.76± 0.04 presented for σr is an error-weighted average of the four
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closest clusters, which are consistent with each other and have little contamination from red main-sequence

stars.

The µ (mean absolute magnitude) determined by Newby et al. (2011) was 4.18±0.008 and σ` (bright-side

σ) was 0.36±0.006 [3] based on the parameter fits to the 11 clusters studied. Figure 16 of Newby et al. (2011)

was used to determine the expected faint side width, σr, for the two clusters studied here. The faint-side

width is affected by the size of the cluster and the distance to the cluster. As the distance to the cluster

increases, photometric color errors increase and red main sequence stars leak into the color selection range.

At a distance of about 25 kpc away, the contamination from red stars stops increasing as these faint stars

begin to fall below the SDSS apparent magnitude detection threshold [3]. The central regions of clusters

are often excluded from the SDSS database, as the photometric pipeline was not well-suited for resolving

crowded stars. Our two clusters are at such a large distance that only the bright stars are detected, as the

fainter stars are washed out or beyond the magnitude limit of the survey.

We apply the same techniques as Newby et al. (2011) to determine whether or not Palomar 13 and

Whiting 1 agree with the previously studied clusters. To determine the turnoff using magnitude alone, we

made a histogram for each of the globular clusters with bin widths of 0.2 magnitudes. We chose a range

of 0< Mg < 8, but did not fit to stars with a calculated absolute magnitude brighter than 2 to reduce the

chance of binning stars that are not from the cluster.

For each cluster, we used all of the photometric data in Figure 1 to make a histogram of the cluster stars

and a separate histogram for the background. We scaled the background histogram to the area of the cluster

and subtracted it from the cluster histogram. We then fit a “double-sided” Gaussian distribution to each

cluster where the standard deviation is different on each side of the mean. The form of the fit function [3] is

G(Mg : µ, σ`, σr, A) = A · exp
[
−(Mg − µ)2

2σ2
i

]
(2)

where σi = σ` if Mg ≤ µ and σi = σr if Mg ≥ µ. When normalized,

A = (2π[
σ` + σr

2
]−1/2). (3)

The parameters µ, σ`, σr, and A are the magnitude at the peak of the population, the standard deviation

of the left side, the standard deviation of the right side, and the amplitude, respectively. The amplitude,

A, is dependent on the number of stars included in the cluster studies and will vary for each cluster. Since

the true Poisson counting errors are given by
√
N + 1+ 1, the minimimum error on a bin height is 2 counts

so we do not expect bins with less than 4 counts to significantly affect the fit distribution. A two-stage χ2
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minimization process avoided local minima and accurately determined the values of the parameters. We

used a Markov Chain Monte Carlo technique to inspect equilibrium points and then input those points into

a gradient descent algorithm to locate the global minimum.
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Figure 4: Histogram of absolute magnitudes of Palomar 13 on the left and Whiting 1 on the right. In both
plots, the dashed line shows the double-sided Gaussian expected for each cluster with the values obtained
from Newby et al. (2011). The solid line in each plot fits a double-sided Gaussian distribution to the
histogram.

We present the absolute magnitude and best-fit Gaussian for Palomar 13 in the left panel of Figure 4. The

dashed line is the double-sided Gaussian distribution fit anticipated by the values determined by Newby et al.

(2011)[3], and the solid line is the double-sided Gaussian fit to Palomar 13 data. The µ value, or the turn-off

absolute magnitude, is 4.46± 0.26 for the parameter fit. This corresponds to the leftmost and bluest point

of the isochrone in Figure 3 at a color (g − r)0 = 0.22. This shows that using the histogram of magnitudes

for FTO stars in the cluster yields the same turnoff color and magnitude as the Padova isochrones, given

the published age and metallicity. The value predicted from Newby et al. (2011) is Mg = 4.18± 0.008. The

mean absolute magnitude for this cluster deviates from the value from Newby et al. (2011) by slightly more

than 1σ, where σ is the error in Mg.

The measured σ` and σr values for Palomar 13 are 0.81 ± 0.25 and 0.226 ± 0.23, respectively. The σ`

value for Palomar 13 is much higher than the expected value of 0.36± 0.006 [3], but still within 2σ. Though

the stars with a magnitude between 0 and 2 were not included in the data analysis to prevent contamination

from foreground stars, there is a larger magnitude spread of stars brighter than the mean magnitude than

fainter. The expected value of σr was 0.89 [3] including the bias against observing faint stars in globular

clusters in the SDSS. The value we obtained is almost 3 standard deviations lower than the prediction and

there are not very many stars with absolute magnitudes fainter than 5. [5]. The amplitude fit, A, for the

double-Gaussian distribution for Palomar 13 is 8.44± 2.22. The amplitude is different for every cluster; the
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more cluster stars observed, the larger the amplitude of the Gaussian fit.

The absolute magnitude histogram and the best-fit Gaussian for Whiting 1 are shown in the right panel of

Figure 4. The dashed line is the double-sided Gaussian distribution fit anticipated by the values determined

by Newby et al. (2011) [3]. The measured and expected Gaussians correspond well on the right side of

double-sided Gaussian distributions, but have a larger standard deviation on the left side. The measured

mean turnoff absolute magnitude, µ, is 4.11 ± 0.3. The µ value anticipated by Newby et al. (2011) of

4.18± 0.008 is well within the errors. The σ` parameter for the fit of the data is 0.57± 0.25. The expected

value of 0.36 ± 0.006 is consistent with the fit values within the errors. The fit value for σr is 0.86 ± 0.27,

compared to the expected value of 0.76 at this distance. Again, this fit value is consistent within errors with

the expected value. The amplitude fit, A, for the double-Gaussian distribution for Whiting 1 is 8.91± 1.86.

The expected and observed magnitude distributions for Whiting 1 agree within 1σ error bars. The mean

magnitude and the bright side sigma for Palomar 13 agree with the expected values within 2σ. The faint

side error is nearly 3σ lower than the expected and there are very few stars with a magnitude fainter than 5.

There are fewer faint stars in Palomar 13 than expected. Whiting 1 is the most distant and most metal-rich

cluster, so we were surprised that Palomar 13 was the cluster that differs from Newby et al. (2011) results.

We suspect the disagreement is the result of poorer seeing in the Palomar 13 image, which affects teh width

of the point-spread-function. All of the data for Palomar 13 is contained in one run, and the width of the

point-spread function in the r filter is over 2”, which is outside of the usual image quality limit in SDSS. For

comparison, the width of the point-spread function in the r filter for stars in Whiting 1 ranges from 1.33”

to 1.58”. The poor seeing will increase the chance that fainter stars will be obscured by brighter stars in a

globular cluster, and likely leads to the apparent lack of fainter turnoff stars.

5 Age-Metallicity Relationship

Newby et al. (2011) showed that their cluster sample was consistent with the assumed Age-Metallicity

Relationship (AMR) for the Galaxy, and that this AMR is the underlying reason for the similar intrinsic

turnoff properties of old halo clusters. Since supernovae will enrich star-forming clouds with metals as the

Universe ages, the formation time of a cluster should correlate with its metallicity, such that metallicity

decreases as age increases. Recent observational evidence [13, 14, 15] suggests that this relationship is more

complicated for globular clusters in the Milky Way, with several clusters having very old ages (∼13 Gyr) but

a wide range of metallicities. These constant-age clusters are thought to be coeval with the Milky Way’s

initial formation event, which is thought to have consisted of rapid star formation and metal enrichment in a

short span of time [15]. Figure 17 of Newby et al. (2011) illustrated that their studied clusters were consistent
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with the decreasing-metallicity-with-age-trend (the AMR), and we reproduce that plot, with Whiting 1 and

Palomar 13 added, as Figure 5.

Figure 5: Here Figure 17 from Newby et al. (2011) is reproduced, with permission, with the addition of our
new clusters. The plot of age versus metallicity for Milky Way globular clusters includes different sources,
where clusters studied by Newby et al. (2011) are denoted by blue circles and the two clusters from this
study indicated by yellow circles. The mean value of the theoretical AMR from Muratov and Gnedin (2010)
is indicated by the solid line. The shaded areas show the spread of metallcities for a given age as shown in
Muratov & Gnedin (2010), where blue and red correspond to old and young globular cluster populations,
respectively.

Clusters that lie along the halo cluster AMR, a theoretical model for which was recently presented in

Muratov & Gnedin (2010), have remarkably similar turnoff star properties. As a cluster ages, the turnoff

color becomes fainter and redder as brighter, bluer stars evolve off of the main sequence. Metal-poor stars,

however, are bluer and brighter than analogous metal-rich stars. Newby et al. (2011) remarked that along

the average halo cluster AMR, these competing properties almost entirely canceled each other out, resulting

in intrinsically similar turnoff colors and absolute magnitudes for old halo globular clusters. We see from

Figure 5 that our clusters are surprisingly consistent with the halo cluster AMR.

The plot of age versus [Fe/H] metallicity in Figure 5 includes the mean metallicity at a range of ages

[27] plotted as a solid line, and we find that Palomar 13 is close to the AMR with an age of 12 Gyr and

[Fe/H]=1.7 in the metal-poor region [19] and Whiting 1, with [Fe/H]=-0.65 and an age of 6.5 Gyr [21], is

also close to the solid line, but in the metal-rich region.

We plot the Padova isochrones of clusters in this study in Figure 6 against theoretical isochrones for similar

age and metallicity values along the average cluster AMR. The filled circles correspond to the isochrone for
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Figure 6: We plot the Padova isochrones from Figure 2 for Palomar 13 and Whiting 1 in addition to two
theoretical isochrones chosen from Figure 18 of Newby et al. (2011) to compare the turnoff locations of
combinations of age and metallicity. The black triangles correspond to the isochrone for Whiting 1 with an
age of 6.5 Gyrs and a metallicity [Fe/H] of -0.65. The dashed line overlapped by filled circles represents a
cluster 12 Gyrs old with a metallicity [Fe/H] of -1.7, which are the estimates for Palomar 13. The solid line
represents a cluster 8 Gyrs old with a metallicity of -0.9. From left to right, the age decreases and metallicity
increases.

Palomar 13, which lies almost exactly on the average AMR line and so coincides exactly with the dashed

black isochrone, which is a hypothetical cluster on the AMR with [Fe/H]=-1.7 and an age of 12 Gyr. The

triangles correspond to the isochrone created for Whiting 1. The central solid line is an isochrone for a cluster

8 Gyr and [Fe/H]=-0.9, which is the oldest and most metal-poor cluster analyzed by Newby et al. (2011).

Though the ages range from 12 Gyrs to 6.5 Gyrs, the color and magnitude of the FTO stars are similar,

hardly differing in turnoff magnitude, and the color differs by less than 0.1 in (g− r)0. As the turnoff colors

approach the edge of the color selection box for FTO stars, Whiting 1 may represent the very youngest of

clusters for which the Newby et al. (2011) method can be applied.

6 Conclusions

In this paper, we analyze two globular clusters in the Milky Way halo using the techniques of Newby et al.

(2011). We create a histogram of the absolute magnitudes for each cluster. We fit a double-sided Gaussian

to each histogram and compared it to the results for parameters reported by Newby et al. (2011).

For Palomar 13, the absolute magnitude histogram fit parameters µ, σ`, and σr are 4.46±0.26, 0.81±0.025,

and 0.2226 ± 0.23, respectively. Similarly, the magnitude histogram fit parameters for Whiting 1 are µ =
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4.11 ± 0.3, σ` = 0.57 ± 0.25, and σr = 0.86 ± 0.27. The Whiting 1 parameters agree with the expectations

from Newby et al. (2011). The Palomar 13 results are marginally different, at the two and three sigma level.

We believe the smaller number of faint stars oserved in Palomar 13 is due to larger seeing in the SDSS

image for that cluster, and not due to an intrinsic difference in the absolute magnitude distribution of turnoff

stars in that cluster.

The similarity of the Whiting 1 results allows us to extend the region of applicability of the Newby et

al. (2011) results to halo globular clusters as young as 7 Gyr, metallicities as high as [Fe/H]=-0.7, and to

distances as high as 30 kpc.

We support the conclusion of [25] that Palomar 13 is not a member of the Sagittarius dwarf tidal stream,

while Whiting 1 is within the Sagittarius dwarf tidal stream.
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Abstract

When the derivative of a function is non-integer order, e.g. the 1/2 derivative, one ventures

into the subject of fractional calculus. The time-fractional heat equation is a generalization

of the standard heat equation as it uses an arbitrary derivative order close to 1 for the time

derivative. We present a particular solution to an initial-boundary-value time-fractional heat

equation problem and compare the properties of the solutions when the time derivative or-

der is varied. Orders of the time-fractional heat equation which return solutions that display

physically impossible characteristics are also considered. One observed property is slightly

less exponential decay of heat for the solutions of non-integer order time derivatives greater

than one. Another property is solutions with non-integer order time derivatives less than one

exhibit slightly greater exponential decay. Both of these comparisions are made with respect

to the standard heat equation solution, where the order of the time derivative is one.

Keywords: Fractional Calculus; Time-Fractional Heat Equation; Time-Fractional Diffusion Equation.
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1 Introduction

In the last few decades, fractional differential equations have been found to be successful models

of real life phenomenon (see e.g. [1, 2, 4] and their contained references). Motivated by the

quote, “. . . we may say that Nature works with fractional time derivatives.”[7], we investigate

the initial-boundary-value problem (IBVP) for a time-fractional heat equation. Ultimately we

seek to graph the solutions for when the standard heat equation, Dtu = D2
xu, is generalized

to the time-fractional heat equation, Dα
t u = D2

xu, for several values of α.

We proceed by first providing the overview for the IBVP, and solving it with the standard

heat equation. Next, we solve the same IBVP with the generalized time-fractional heat equa-

tion, and solutions for multiple derivative orders are graphed for comparison with the standard

solution. Finally, the solutions displaying physically unrealistic properties are plotted.

2 IBVP Heat Equation Solution

The standard heat equation is ∂u
∂t = ∂2u

∂x2 . For this equation the temperature is represented

by u, which is a function of time, t, and space, x. To make comparison easier, we use the

derivative operator D to write the heat equation with the following notation:

Dtu = D2
xu. (1)

Consider an ideal one-dimensional rod of length L with the boundary conditions

u(t, 0) = u(t, L) = 0 (2)

for t ≥ 0 and an initial condition with a parabolic profile of heat distribution given by

u(0, x) = − 4a
L2

x2 +
4a

L
x (3)

shown in Figure 1. Note the initial condition satisfies the boundary conditions and has a

maximum temperature of u(0, L/2) = a.

The solution is then assumed to be of the form u(t, x) = T (t)X(x). Plugging this into

2

mpayne
Typewritten Text
19 September 2013			Journal of Undergraduate Research in Physics			MS12014THR



x 

u 
a 

L 0 L/2 

�� � = −
4�

��
�
�
+
4�

�
� 

Figure 1: Initial heat distribution along the rod.

equation (1) yields T ′(t)X(x) = T (t)X ′′(x). Since this equation is separable, there exists a

constant of separation, C ∈ R, such that

T ′(t)
T (t)

=
X ′′(x)
X(x)

= C. (4)

To obtain a non-trivial, real solution, assume C < 0. This will also satisfy the property of

temperature decay to the defined boundary conditions. Thus we let C = −λ2 for λ ∈ R and

we must solve the ordinary differential equations (ODEs):

⎧⎨
⎩X ′′(x) = −λ2X(x)

T ′(t) = −λ2T (t).
(5)

These ODEs have the solutions X(x) = C1 cos(λx) + C2 sin(λx) and T (t) = C3e
−λ2t. Reas-

signing the constants leads to the general solution to the heat equation (1)

u(t, x) = C1 cos(λx)e
−λ2t + C2 sin(λx)e

−λ2t. (6)

Moving onto the particular solution, we start by satisfying the boundary conditions (2).

By inspection, the condition u(t, 0) = 0 requires C1 = 0. The only non-trivial way to satisfy

u(t, L) = 0 is by solving sin(λL) = 0. Thus

λn =
nπ

L
, (7)

3
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for n ∈ N, yields infinitely many solutions to the heat equation. The sum of such solutions is

given by the Fourier series solution

u(t, x) =

∞∑
n=0

Cn sin(λnx)e
−λ2

nt. (8)

The initial condition (3) is used to determine the Foureir coefficients (Cn) given by

Cn =
2

L

∫ L

0

(
− 4a
L2

x2 +
4a

L
x

)
sin(λnx) dx. (9)

Integrating and using the properties of sine and cosine will yield

Cn =

⎧⎨
⎩

0, n even
32a

n3π3
, n odd.

(10)

Ignoring the zero-valued even-indexed terms in equation (8), we have the particular solution

to the IBVP heat equation (1-3):

u(t, x) =
∑

n∈N, odd

32a

n3π3
sin(λnx)e

−λ2
nt, (11)

where we now have

λn =
nπ

L
. (12)

The main properties of this solution do not change for differing values of maximum initial

heat a and rod length L. Using a = L = 1, the particular solution can be seen in Figure 2.

3 IBVP Time-Fractional Heat Equation Solution

The time-fractional heat equation generalizes the time derivative of the standard heat equation.

Consider the equation

Dα
t u = D2

xu (13)

where α ∈ [1 − δ, 1 + δ] ⊂ R and δ > 0 is relatively small. From Luchko [5], uniqueness and

existence are proven with similar general conditions to what we are considering. However,

4
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Figure 2: A graph of the particular solution to the IBVP heat equation with a = L = 1.

we emphasize that we seek to visualize what the differences in the solutions for equation (13)

when α is varied.

Consider the same boundary and initial conditions (2-3) as well as a solution of the form

u(t, x) = T (t)X(x). Then the procedure of finding the solution does not change until we solve

the differential equations (DEs)

⎧⎨
⎩X ′′(x) = −λ2X(x)

Dα
t T (t) = −λ2T (t),

(14)

which are analogous to equations (5). From Miller and Ross [3] or Luchko [5], the solution to

the fractional differential equation (FDE) Dα
t T (t) = −λ2T (t) is the Mittag-Leffler function:

T (t) =
∞∑
k=0

(−λ2tα
)k

Γ(αk + 1)
, (15)

where Γ is the standard gamma function.

The general solution can be written at this point, but note from Section 2 all the unknowns

of the IBVP are determined by the X portion of the equation. Therefore only the exponential

5
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part in solution (11) changes (to the Mittag-Leffler function), and we have the particular

solution

u(t, x) =
∑

n∈N, odd

[
32a

n3π3
sin(λnx)

∞∑
k=0

(−λ2
nt

α
)k

Γ(αk + 1)

]
, (16)

where

λn =
nπ

L
. (17)

4 Solution Comparison

Now that we have the particular solution to the time-fractional heat equation (16), a plot com-

paring its solutions for various α values is desired. Unfortunately the Mittag-Leffler function

part of the solution, equation (15), converges slowly. The convergence of this portion of our

solution is slow enough that it computationally diverges for almost any t > 0. In lieu of using

high precision numerical calculations, a “less rigorous” solution was found.

The pattern of the standard derivative of the exponential function Dn
t

[
ert

]
= rnert where

n ∈ N can be generalized to the fractional derivative as

Dα
t

[
ert

]
= rαert, (18)

where α ∈ R, see [6] and contained references. Using this derivative and recalling the FDE is

Dα
t T (t) = −λ2

nT (t), it can be seen that

T (t) = e
α
√
−λ2

nt (19)

is a solution. By substituting solution (19) into equation (16), we have a new solution which

can be numerically computed. Our alternate solution is

u(t, x) =
∑

n∈N, odd

32a

n3π3
sin(λnx)e

α
√
−λ2

nt, (20)

where λn is as in equation (17).

Note the potential problem of a negative number inside an even indexed root in the ex-

pression e
α
√
−λ2

nt. This leads to a potentially imaginary and non-unique solution. Since we are

6
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Figure 3: Heat decay from the IBVP time-fractional heat equation at x = L/2 with a = L = 1.

mainly interested in comparing the graphs of the solutions for multiple α values, we ignored

the non-uniqueness property by only evaluating the real part of this expression. We were then

able to create Figure 3, which is the heat decay for the rod at x = L/2 for several α values. All

of the plotted solutions in Figure 3 are “physical realistic,” in that they satisfy the boundary

conditions, are free of negative temperature values, and don’t display an increase in heat of

the rod in the absence of any external heating factors.

In addition to the physical solutions plotted in Figure 3, there are several solutions outside

of this range which provide physically unrealistic solutions. Figure 4 shows a plot of these

various solutions.
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Figure 4: Solutions for heat decay from the IBVP time-fractional heat equation at x = L/2 with

a = L = 1 which display physically unrealistic properties.

5 Conclusions and Future Work

From Figure 3, there are several important properties to be seen:

• A continuous change in α appears to yield a continous change in the heat decay profile

of u.

• For the values α > 1, there is slightly less exponential decay in heat compared to the

heat decay for α = 1.

• For the values α < 1, there is slightly greater exponential decay in heat compared to the

heat decay for α = 1.

• All solutions sufficiently close to α satisfy the boundary conditions, and display physically

realistic properties.

Therefore we conclude that the time-fractional heat equation is a physically legitimate

generalization of the standard heat equation that might be used for values α ≈ 1. As expected
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however, when the value of α strays too far from α = 1 the time-fractional heat equation will

exhibit properties which are no longer realistic for describing the heat decay of an object.

Ideas for future work:

• Work with equation (16) to get the Mittag-Leffler portion of the solution to numerically

converge. Then one can compare the unique solution (16) and confirm that the solution

(20) is a viable alternative to work with.

• Do equations (16) or (20) solve the wave equation when α = 2? If so, what are the

IVBP conditions for the wave equation to have one of these as a solution? That is to

say, can the heat equation “morph” into the wave equation through the time-fractional

generalization?

• Solve the FDE Dα
t u = kDβ

xu. The solution of this can be used to generalize the heat

equation, the Laplace’s equation, and the wave equation for appropriate values of α, β

and k (near there classical values) and initial/boundary conditions.

• Does a fractional heat equation solution compare to empirical data with better accu-

racy/precision than the standard heat equation solution under certain conditions or with

certain materials?
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Effect of Temperature on Pulse Wave Velocity and Arterial Compliance 

 

Tucker Frawleya and T. Brian Buntona 
 

Dept. of Chemistry and Physicsa, Coastal Carolina University, Conway, SC 29528 

 

The compliance of a material is the ability of the material to expand or 
contract. A low arterial compliance will lead to high blood pressure and, 
ultimately, cardiovascular disease. The velocity of the pulse wave traveling 
through an artery is a function of the compliance of the artery that it is traveling 
through. Therefore, the compliance of an artery can be indirectly observed by 
measuring several pulse wave velocities in the artery. This experiment 
investigates the effect, if any, of temperature on arterial compliance. Two 
electrocardiographs (ECGs) were taken from healthy human subjects at the right 
wrist to right elbow, before and after an application of a temperature gradient. For 
one study, the subject’s arm was put into water of a significantly higher 
temperature than the body. For the other study, the subject’s arm was put into 
water of a significantly lower temperature than the body. From the ECGs taken, 
the relative pulse wave velocities before and after the applications of the local 
temperature gradients were determined. It was determined that the local heating 
resulted in an increase in the pulse wave velocity in the artery, and the application 
of the local cooling resulted in a decrease in the pulse wave velocity in the artery. 

 
Keywords: compliance, pulse wave velocity, cardiovascular, thermoregulation 
 

1. Background and Introduction 
 
According to estimates taken in 2006, 

over 81.1 million people in the United States 
suffer from at least one form of 
cardiovascular disease. Of these people, 76.4 
million of them have high blood pressure1. 
One of the underlying sources of high blood 
pressure, and of many cardiovascular diseases 
as well, is low arterial compliance2. The 
compliance of a blood vessel is defined as the 
ability of the vessel to expand, or contract, to 
best accommodate a particular volume and a 
particular hydrostatic pressure of blood3. In 

more general terms, arterial compliance is the 
elasticity of an artery. One way to observe 
arterial compliance is by observing the 
velocity of the pulse wave moving through an 
artery. The pulse wave is the increase of 
pressure radiating through the arteries that 
occurs with each contraction of the left 
ventricle of the heart4. Because the pulse 
wave velocity is a function of arterial 
compliance, a relative arterial compliance can 
be determined by recording several pulse 
wave velocities through that artery. This 
allows one to identify individuals who have a 
low arterial compliance and are susceptible to 
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hypertension and other cardiovascular 
diseases. 

The cardiovascular system is made up of 
two parts, the pulmonary circulation portion 
and the systemic circulation portion. This 
experiment focuses on the systemic portion of 
the cardiovascular cycle. The systemic 
portion circulates oxygen-rich blood 
throughout the body. It does this by 
transferring the oxygenated blood in the left 
atrium to the left ventricle, where the blood is 
then pumped through the aorta into systemic 
arteries. The blood is pumped into these 
arteries by the contraction of the left 
ventricle5. This phase of the cardiac cycle, 
known as systole, increases the pressure 
inside the ventricle, which ejects the blood 
through the aorta to the lower pressure 
arteries. The blood flow is driven through the 
arteries by this transient movement of 
pressure called the pulse wave. When all of 
the blood is ejected from the left ventricle, the 

aortic valve closes, and the systolic phase of 
the cardiac cycle ends. The left ventricle is 
then refilled with oxygenated blood from the 
left atrium, lowering its pressure in the 
process. This phase of the cardiac cycle, 
characterized by low blood pressure, is known 
as the diastole6. The change in volume and 
pressure of the left ventricle during the 
cardiac cycle can be seen in Figure 1. 

During the pulse wave’s travel through 
the systemic arteries, it will encounter a pulse 
wave reflective site at some point. An 
example of one of these sites is a major 
branching point such as the renal artery and 
femoral artery junction. After encountering 
this reflective site, the pulse wave is reflected 
in the opposite direction so that it returns to 
the heart. Under normal circumstances, the 
pulse wave returns to the heart after the aorta 
has closed7. This is during the diastolic phase 
of the cardiac cycle, so diastolic pressure is 
increased. Because of constructive 

Figure 1. Changes in pressure (P) and volume (V) of left ventricle (LV, solid lines)
and aorta (LA, dotted lines) during cardiac cycle6. The left ventricle’s volume varies
between its end-diastolic volume (EDV) to its end-systolic volume (ESV) during one
cycle. 
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interference, the magnitude of the diastole is 
thus increased8. However, the pulse wave 
may return to the heart before the aorta has 
closed, during the systolic phase of the 
cardiac cycle7. This increases systolic 
pressure and consequently increases the 
magnitude of the systole. 

The timing of the return of this pulse 
wave to the heart is determined by the pulse 
wave’s velocity, which is a function of 
arterial compliance8. This pulse wave velocity 
(PWV) can be determined by dividing the 
distance traveled in an artery (Δx) by the time 
it takes for the wave to travel that distance, or 
the pulse transit time (PTT)9. 

 ܹܸܲ ൌ ∆௫்் (1) 
 
The pulse wave velocity can also be 

calculated by using Eq. (2), the Bramwell-Hill 
equation, which relates the pulse wave 
velocity to pressure and volume of the artery. 
It does this using the change in pressure of the 
artery (ΔP), the volume (V) and change of 
volume of the artery (ΔV), and the density of 
the blood (ρ)9. 

 ܹܸܲ ൌ ට · Δ ఘ · Δ  (2) 

 
The speed at which the wave travels in the 

arteries is heavily based on the elasticity of 
the arteries8. Arterial compliance (C) is the 
change in arterial blood volume (ΔV) due to a 
given change in arterial blood pressure (ΔP)10. 

ܥ  ൌ ∆∆ (3) 
 
Eq. (3) can be inserted into Eq. (2), 

showing that the pulse wave velocity and the 
square root of the compliance of an artery are 
inversely related10. 

 ܹܸܲ ൌ ට  ఘ ·  (4) 

An artery with a high compliance will 
stretch out to allow the pulse wave to pass. 
This stretching of the artery causes the pulse 
wave to travel slower than it would without 
the stretching. In contrast, an artery with low 
compliance and high arterial stiffness will not 
stretch out when the pulse wave passes. 
Therefore, because the square root of arterial 
compliance and pulse wave velocity are 
inversely related, the pulse wave will travel 
faster through arteries with a low 
compliance8. At optimum performance, the 
arteries’ compliance will allow the pulse 
wave to return to the heart at such a time that 
diastolic pressure will increase. However, a 
relatively low compliance will make the pulse 
wave travel faster and return to the heart more 
quickly. The pulse wave will return during the 
systolic phase of the cardiac cycle, increasing 
the systolic pressure7. This will result in 
higher cardiac work for this low arterial 
compliance. This indicates that a high arterial 
compliance is much more beneficial than a 
low arterial compliance11. 

Much research has already been done 
studying the effect of factors on long-term 
behavior of arterial compliance. A well-
known factor affecting arterial compliance is 
aging. Studies have shown that as an 
individual gets older, arteries lose their 
compliance and become much stiffer. With 
this stiffening, the arteries lose their ability to 
distend in a response to increased pressure. 
This leads to an increased blood pressure as 
individuals age, resulting in an eventual 
increase in cardiovascular risk12. The 
stiffening of the arteries can be attributed to 
the increase in the number of collagen fibers 
surrounding the arteries in elder individuals. 
Collagen fibers lose their elasticity as age 
increases and stiffen up around the arteries. 
This hinders the arteries’ ability to distend 
when needed13. 

Another factor affecting arterial 
compliance that has been extensively studied 
is physical exercise. In a study done 
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determining the effect of physical activity on 
arterial compliance, Tanaka and colleagues 
found that aerobic exercise training can 
prevent the stiffening of arteries13. The study 
showed that this regular physical exercise 
could not increase arterial compliance, but it 
would slow the normal loss of compliance 
developed from aging12. 

 
2. Theory 

  
This experiment seeks to observe the 

effect of temperature on pulse wave 
velocities, indirectly determining its effect, if 
any, on arterial compliance. Extensive 
previous research has been done investigating 
the effect of temperature on the human body 
and its thermoregulation that would suggest 
that an increase in the temperature of the body 
will cause an increase in arterial cross-section 
in that area of the body14. The human body 
has an extensive positive/negative feedback 
system that allows it to regulate its body 
temperature15. In all warm-blooded animals, 
including humans, vasodilation occurs in 
response to an increase in the temperature of 
the ambient environment6. Vasodilation is 
increase in the internal diameter of a blood 
vessel that results from relaxation of smooth 
muscle within the wall of the vessel, thus 
causing an increase in blood flow16. This 
vasodilation occurs in an effort to divert the 
flow of heated blood to the surface of the 
skin. The vasodilation is a function of 
homeostasis and will lead to a decrease in the 
temperature of the surface of the body6. 

Using the Bramwell-Hill equation, Eq. 
(4), the pulse wave velocity can be calculated 
in terms of the volume of an artery (V), the 
compliance of the artery (C), and the density 
of the blood flowing through the artery (ρ). 
The volume of the artery can be replaced by 
the cross-sectional area of the artery (A) to 
obtain a pulse wave velocity factor (PWV 
factor)17. 

 

ݎݐ݂ܿܽ ܸܹܲ ൌ ට  ఘ ·  (5) 

 
An increase in temperature should 

increase the diameter of an artery which 
would, consequently, increase the cross-
sectional area of the artery. Likewise, a 
decrease in temperature should decrease the 
diameter of an artery. This would decrease the 
cross-sectional area of the artery. 

The pulse wave velocity can also be 
calculated in terms of the distance traveled by 
the pulse wave (Δx) and the pulse transit time 
(PTT), as defined in Eq. (1). A new equation 
can be obtained by rearranging Eq. (1) to 
solve for the distance traveled by the pulse 
wave (Δx). 

 
Δݔ ൌ ܹܸܲ · ܲܶܶ (6) 

 
We can use this equation together with 

Eq. (5) to eliminate the distance traveled by 
the pulse wave. We assume no change in the 
arterial length as a consequence of the applied 
temperature gradient; further study to support 
such an assumption is encouraged. We are 
now able to compare the cross sectional area 
(Ai), arterial compliance (Ci), and pulse transit 
time (PTTi) before an event to the cross 
sectional area (Af), arterial compliance (Cf), 
and pulse transit time (PTTf) after the event. 

 ට  ఘ ·   ·  ܲܶ ܶ ൌ ට  ఘ ·   ·  ܲܶ ܶ (7) 

 
This equation can then be solved for the 

pulse transit time after an event (PTTf). 
 ܲܶ ܶ ൌ ට /  /   ·  ܲܶ ܶ (8) 

 
From Eq. (8), it can be determined that if 

the pulse transit time after an event (PTTf) is 
greater than the pulse transit time before an 
event (PTTi), then the value under the square 
root bracket must be greater than one. In order 
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for this to happen, the cross-sectional area of 
the artery must increase proportionally less 
than the arterial compliance increases. 
Conversely, if the pulse transit time after an 
event (PTTf) is less than the pulse transit time 
before an event (PTTi), then the value under 
the square root bracket must be between zero 
and one. In order for this to happen, the cross-
sectional area of the artery must decrease 
proportionally less than the arterial 
compliance decreases. 

For this experiment, the mitigating event 
was the application of local heating and 
cooling to subjects’ arms. If the pulse transit 
time after the application of local heating 
(PTTf) is greater than the pulse transit time 
before (PTTi), then the arterial compliance 
must have increased. However, if PTTf is less 
than PTTi, then the application’s effect on 
arterial compliance cannot be determined. 
This would require either the cross sectional 
area to increase due to the event, the arterial 
compliance to decrease due to the event, or 
both. Because previous research has shown 
that the cross sectional area of an artery will 
increase due to an application of heat with a 
higher temperature relative to the body15, the 
arterial compliance cannot be determined in 
this case. For the application of local cooling, 
a positive ΔPTT (defined as PTTf – PTTi) 
would mean an effect on arterial compliance 
cannot be determined, while a negative value 
would denote a decrease in compliance. 

 
3. Experiment 

 
Data collection took place over the span 

of one year at Coastal Carolina University. 
Data was taken from thirty total subjects. 
These subjects included males and females 
ages 18 to 50 and were in excellent health. 
They volunteered to have their data collected 
for no benefits. The materials used for the 
collection of data included a laptop with 
LoggerPro software, a Vernier LabPro sensor, 
a Vernier ECG sensor, and Kendall Q-Trace 

resting ECG electrodes. For the local heating, 
a hot whirlpool (set to 110°F) was used. For 
the local cooling, a cold whirlpool (set to 
53°F) was used. 

Experiments were begun by placing 
electrodes on the right wrist, just below the 
right elbow, and just below the left elbow of 
the sitting subject. For each experiment, the 
positive lead was placed on the electrode on 
the right wrist, the negative electrode was 
placed on the electrode just below the right 
elbow, and the reference lead was placed on 
the electrode just below the left elbow. This 
set-up recorded measurements in the radial 
artery. After all three leads were attached, the 
subject was asked to relax, and data was 
collected in LoggerPro for a time interval of 
ten seconds. The leads and electrodes were 
then removed from the subject, and the 
subject was given the application of local 
heating or cooling. The subjects dipped their 
right arms up to just above the elbow in the 
whirlpool. The subjects were asked to keep 
their arm in the whirlpool for two minutes. 
The three electrodes were then replaced. With 
the leads attached, the subject was again 
asked to relax and data was collected in 
LoggerPro for ten seconds. 
After the completion of data collection, the 
ECG graphs taken from each subject were 
then analyzed in LoggerPro. From the graphs, 
the pulse transit times for each experiment 
(before and after the local heating or cooling) 
were determined. This was done by taking the 
time elapsed from the peak of the R wave to 
the peak of the T wave on the ECG. The 
peaks of these waves can be seen in Figure 2. 
A sample of data collected from the 
experiment can be seen in Figure 3. 

For each subject, five to ten pulse transit 
times before and after the local heating or 
cooling were measured. Average PTT’s 
before and after were then determined for 
each subject. Finally, a ΔPTT was determined 
for each subject. 
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4. Results
 
Thirty total subjects were tested. Twenty-

three subjects had their data taken with local 
heating. However, only fifteen of the twenty-
three sets of data collected were deemed 
functional and were used for analysis. The 
remaining eight samples contained faulty data 
and were subsequently not used. Some of the 
data contained very large amplitudes 
compared to the functional data used. Other 
faulty data did not resemble an ECG at all and 
contained no visible waves or peaks. Possible 
reasons for the faulty data could be attributed 
to the possibility of an equipment 
malfunction, recent physical activity of a 
subject, or possibly human error in the set-up 
of the equipment. Fifteen subjects had their 
data taken after local cooling. All fifteen 
samples taken were deemed functional and 
were used for analysis. 

Of the data that was used for the local 
heating, the results were consistent with each 
other. From the ECGs, pulse transit times 
before the application ranged from 180 ms to 
240 ms and averaged 209 ms. Pulse transit 
times after the application ranged from 210 
ms to 300 ms and averaged 231 ms. Fourteen 

of the fifteen samples of data resulted in a 
positive value of ΔPTT, and one sample had 
no change in the pulse transit times before 
and after the local heating. The values of 
ΔPTT ranged from 0 ms to 42 ms and 
averaged a difference of 22 ms (Table 1). 

Of the data that was used for local 
cooling, the results were again consistent with 
each other. From the ECGs, pulse transit 
times before the application ranged from 210 
ms to 240 ms and averaged 222 ms. Pulse 
transit times after the application ranged from 
190 ms to 250 ms and averaged 210 ms. 
Thirteen of the fifteen samples of data 
resulted in a negative value of ΔPTT, and two 
samples of data resulted in a positive value of 
ΔPTT. The values of ΔPTT ranged from -30 
ms to 44 ms and averaged a difference of 
negative -11 ms. The data for each subject can 
be seen in Table 2. 

Figure 2. A schematic representation of a normal ECG18.

Figure 3. Sample of ECG data collected in LoggerPro.
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Figure 4. Graph of pulse transit time averages and differences for local heating. 

Figure 5. Graph of pulse transit time averages and differences for local cooling. 
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Table 1: Data collected for each subject given local heating. 

 
 

 
Table 2: Data collected for each subject given local cooling. 

 

Subjec PTT Before PTT After PTT Difference 
2 240 214 -26 
3 240 212 -28 
5 210 254 -44 
6 208 198 -10 
7 226 204 -22 
8 226 200 -26 

17 222 198 -24 
19 210 198 -12 
24 210 208  -2 
25 226 196 -30 
26 220 214 -6 
27 216 196 -20 
28 210 198 -12 
29 226 222 -4 
30 242 250 8

Subject PTT Before (msec) PTT After (msec) PTT Difference (msec) 
1 185 209 24
2 199 208 9
3 198 212 14
5 241 303 62
6 243 283 40
7 192 214 22
8 207 225 18

12 202 202 0
16 202 215 13
17 188 208 20
19 196 211 15
20 234 244 10
21 216 242 26
22 220 238 18
23 210 252 42
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5. Conclusion 
 
The effect of temperature on arterial 

compliance could be determined from the 
data collected in the experiment. From the 
samples used, it was determined that as 
temperature increases, arterial compliance 
increases also. The fifteen samples of data 
after local heating were consistent with each 
other in showing that as temperature 
increases, the pulse wave velocity decreases. 
This, consequently, means the arterial 
compliance has increased. Fourteen of the 
fifteen samples of data after local cooling 
were consistent with each other in showing 
that as temperature decreases, the pulse wave 
velocity increases, and arterial compliance 
has decreased. The one data point with 
positive ΔPTT can neither confirm nor deny 
the hypothesis. The results of both local 
heating and cooling together are consistent 
with each other in showing that as 
temperature increases, the compliance of an 
artery increases also. 
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High Peak Power VCSELs in Short Range 
LIDAR Applications     
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A technique for short-range LIDAR that monitors high-peak-power pulses rather than uniform square pulses is demonstrated using a commercially 
available Optek OPV310 VCSEL with a 10µm aperture operating at a wavelength of 850nm for applications in LIDAR-based active defense systems. 
Using 10ns pulses at a 0.1% duty cycle and 60mW of peak power, a target one meter away exhibiting Lambertian reflectance was detected with a 3:1 
minimum signal-to-noise ratio in a narrow-field LIDAR setup using a 28dB amplifier. At 0.75m, using the same target and no signal amplification, a 2:1 
minimum signal to noise ratio was achieved in a wide-field setup. These results establish the viability of commercially available low power VCSEL devices 
for LIDAR. 
 

Many current applications of LIDAR involve 
simple range-finding for imaging1; however, 
short-range LIDAR systems for countermeasure 
deployment are not well developed.  A system 
used for detection of fast-moving projectiles, such 
as those from improvised explosive devices 
(IEDs) and explosive formed penetrators (EFPs) 
must be able to detect and track targets at short 
ranges (about one meter) and successfully deploy 
countermeasures. By optimizing the electrical 
circuitry, the output power of a VCSEL can be 
enhanced2,3, for use in wide-field LIDAR, which 
relies on the divergence of light from a point 
source to detect over a wide area. The wide-field 
method is preferred over concentrating the light 
with optics for the narrow-field because the latter 
method is incapable of detecting any projectiles 
whose paths do not cross through the beam; thus, a 
narrow-field LIDAR system is fundamentally 
flawed for projectile detection. Furthermore, 
commercially available VCSELs are not typically 
suitable for short-range detection, as many are low 
power output devices that are designed for use in 
fiber optics or other applications with low losses, 
whereas LIDAR is a high loss application1. Since 
the number of photons that a laser device is able to 
emit in a short amount of time is limited4,5, and 
because only a low percentage of photons that are 
emitted reflect back to the detector, enhancing the 
capability of a LIDAR system involves increasing 
the maximum output of the laser and/or the 
detector sensitivity and responsiveness.  

VCSELs heat up through extended operation  
if stressed beyond their design capabilities, 
eventually resulting in lowered conversion 

efficiency6. However, using pulses with pulse 
widths closer to the thermal time (around ten 
nanoseconds) can significantly reduce this effect 
by reducing the accumulation of heat at the device 
junction level. Furthermore, a lower duty cycle 
can account for dissipation of any accrued thermal 
energy4. In doing so, it is possible to put much 
more energy into the device than the design would 
otherwise allow under CW conditions. By 
reducing pulse width and duty cycle, the peak 
output power can be increased (see Fig. 1). 
Alongside these higher output powers, a larger, 
focused beam spot was implemented in the 
LIDAR test to determine the basic parameters 
required to later optimize a VCSEL for wide-field 
detection.  

 
Figure 1. LI chart of OPV310 peak output power vs peak 
input current. 
 

Parasitics within the electrical circuit network 
amounted to increased electrical impedance, 

7 May 2013 Journal of Undergraduate Research in Physics MS12017EXR

1



which distorted the input signals5. Additional 
impedance was introduced by a number of factors 
including the packaging of the VCSELs, the 
coaxial connections between devices, and the fact 
that the impedance of the system varied for 
different pulse repetition rates4. A rectifier diode 
was employed to limit the negative reflected 
current pulses from the impedance mismatch 
before these reflected pulses could sink into the 
device and cause failure due to high reverse bias. 
The use of the rectifier diode thereby increased the 
performance of the VCSEL and alleviated the 
need for strict impedance matching by preventing 
pulses with inverted voltage from entering the 
devices. 

An Optek OPV310 VCSEL was used for this 
procedure with a Thorlabs DET210 photodiode for 
detection and optical power measurement. The 
OPV310 VCSEL emits at 850 nm with a 24-
degree divergence angle and has a maximum 
output of 1.5 mW under CW conditions7. The 
DET210 is a 1 GHz, 0.8-mm2 silicon-PIN 
photodiode with a spectral response from 200 to 
1100 nm 8. The small aperture of the photodiode 
required the use of a 6 cm diameter double-convex 
lens to focus the reflected light into the detector. 
Before each test, the detector and lens positions 
were optimized for maximum signal detection. For 
a pulse width of 10 ns, three different duty cycles 
were investigated to find the peak performance 
without thermal rollover. At a duty cycle of 3%, 
this thermal rollover was noticeable as the output 
power leveled off with increasing current, while a 
0.1% duty cycle showed a nearly linear increase 
(see Fig. 1). The maximum peak output power 
attained was 61mW with a duty cycle of 0.1%, 
while the maximum peak output powers of the 1% 
and 3% duty cycles were 55mW and 38mW, 
respectively. It should be noted that higher powers 
may be possible on this device at the 0.1% duty 
cycle, but the Agilent 8104AA pulse generator 
used was limited to a 10.5-volt maximum output.  

With the setup configured for wide-field 
detection and the target distance set at 0.75±0.03 
m, the system was able to detect a Lambertian 
block with a 0.05 m by 0.05 m surface facing the 
device when the laser was operated at the 
maximum power output. The property of 
Lambertian reflectance on the surface of this block 

ensures isotropic scattering from incident light on 
the block. The results obtained using the 
Lambertian target were similar to those from a 
block of aluminum and from a block of copper 
when each was oriented to reflect light away from 
the detector. (see Fig. 2) The signal-to-noise ratios 
in the configuration with each the Lambertian 
block and the off-angle copper were 
approximately 2:1. (see Fig. 2) The DET210 
photodiode has a broad spectral response8, and 
during testing was shown to respond better to the 
laser light when room lighting was deactivated. 
Therefore, the use of a filter to isolate the narrow 
spectrum of the OPV310 could increase the 
detected optical power and, in turn, would increase 
the resolution of the system further. Additionally, 
currently available Geiger-mode avalanche 
photodiodes would be more likely to respond to a 
lower number of photons than what was returned 
in the 0.75 m test, and thusly, may realize the goal 
of 1 m detection with the OPV310 at the utilized 
output power9. Therefore, the number of photons 
incident on the block at this reduced range was 
sufficient for this LIDAR demonstration. The 
maximum output power was not great enough to 
do wide-field LIDAR at a range greater than 0.75 
m. However, it was possible to focus the beam 
spot to approximately 2 cm in diameter on a target 
area at a one-meter range with a plano-convex lens 
located at the laser aperture. With the Lambertian 
block placed at a target range of 1.00±0.03 m, a 
calculated distance of 0.996±0.047 m was 
obtained. (see Table 1) 

 
Figure 2. Detector response for wide-field LIDAR at 0.75 m. 
Left image shows the response from the Lambertian block, 
the right shows the response for a flat copper block angled 
45 degrees from the detector.  

Actual Range (cm±3cm) Calculated Range (cm) 
90 90.9 ± 3.6 

100 99.6 ± 4.7 
110 110.1 ± 5.9 
120 119.4 ± 3.4 
130 130.5 ± 3.1 
140 140.8 ± 4.8 

Table 1. LIDAR measurements for select ranges. 
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A ZFL-1000H 28dB amplifier was used in 
order to find the minimum output power of the 
VCSEL necessary to produce a reliable signal for 
the narrow-field arrangement. The amplifier was 
applied to the output from the photodetector in 
conjunction with noise modeling and filtering. The 
minimum triggering signal was found when the 
VCSEL output power was reduced to 30mW, with 
a signal to noise ratio of about 2:1. When using the 
maximum achieved output of the VCSEL in the 
narrow-field setup, the signal-to-noise ratio was no 
less than 3:1. (see Fig. 3) Given the peak output 
power limitations of commercial VCSELs, even 
under pulse conditions, detecting projectiles in a 
wide-field of view at a one-meter distance would 
require increasing either the output power of the 
device or the detector sensitivity further.  

 

 
Figure 3. Sample LIDAR capture. The thinner pulse on the 
left side is the input current pulse to the VCSEL. The wider 
pulse on the right is the light returned to the detector. This 
image is from the 1m narrow-field LIDAR test, with the 
peak-to-peak delay corresponding to the calculated distance. 
Note that the amplitudes of the two waves are not scaled 
identically. 
 

Further investigation is necessary to determine 
whether carrier saturation in the cavity of the 
VCSEL has been achieved for the 0.1% duty 
cycle, and also whether the duty cycle could be 
further refined in the 0.1% to 1% range while 
maintaining similar output levels. For the 
application of projectile detection from explosive 
or shaped charges, a typical speed of 2 km/s 10 
would be possible for detection ranges under one 
meter, as the target would not scale a large 
distance between pulses. However, for the 
maximum recorded shaped charge projectile speed 

on the order of 12 km/s 10, the distance scaled 
between pulses could be too great for effective 
detection and velocity measurement of a target at 
the optimum pulse width and duty cycle of this 
system. It may be possible to repeat this exercise 
with multiple devices and a form of time-division 
multiplexing to enhance the effective pulse 
repetition frequency (PRF) of the system while 
maintaining the same output power. With a higher 
PRF, the time between pulses would be decreased, 
allowing for accurate measurements to be taken of 
higher speed projectiles.  

While commercial VCSELs are not typically 
suitable for wide-field LIDAR, it was possible to 
use one as a demonstration platform for pulse 
amplitude optimization and LIDAR testing. This 
VCSEL was able to output a maximum peak 
power of 61mW at a 10-nanosecond pulse width 
and 0.1% duty cycle with the use of a rectifier 
diode. Additionally, this power was sufficient to 
demonstrate effectiveness for narrow-field LIDAR 
scenarios, and should be applicable to wide-field 
LIDAR for capable devices. Efforts are underway 
to design and produce wavelength beam 
combining for custom-built large arrays of single 
mode VCSELs to provide more power under pulse 
conditions and to cover a wider field of view in 
short-range LIDAR applications. In addition, more 
sensitive detectors than the DET210 photodiode 
could further enhance the signal to noise ratio.  
 

Acknowledgements 
This work was supported by the National Science 
Foundation (Awards 0925545), and by the 
Connecticut College Dean of Faculty Funds. 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

References 
1 Geske, J., C. Wang, M. MacDougal, R. Stahl, D. 
Follman, H. Garrett, T. Meyrath, D. Snyder, E. 
Golden, J. Wagener, and J. Foley. “High power 
VCSELs for miniature optical sensors,” Proc. of 
SPIE 7615 (2010): 76150E-1–11, doi: 
10.117/12.847184. 
2 Geske, J., M. MacDougal, G. Cole and D. 
Snyder. "High-power VCSELs for smart 
munitions," Proc. of SPIE 6287 (2006): 628703-
1–12, doi: 10.1117/12.679296. 

7 May 2013 Journal of Undergraduate Research in Physics MS12017EXR

3



	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 Miller, M., M. Grabherr, R. King, R. Jager, R. 
Michalzik, and K.J. Ebeling. "Improved output 
performance of high-power VCSELs," Selected 
Topics in Quantum Electronics, IEEE Journal of , 
7,2 (2001): 210–216. 
4 Michalzik, R., M. Grabherr and K.J. Ebeling. 
"High-power VCSELs: modeling and 
experimental characterization", Proc. of SPIE 
3286 (1998): 206–219. 
5 Moench, H., J. Baier, S. Gronenborn, J. Kolb, M. 
Miller, P. Pekarski, M. Schemmann and A. 
Valster. "Advanced characterization techniques for 
high power VCSELs", Proc. of SPIE 7615 (2010): 
76150G-1–11, doi: 10.1117/12/839953. 
6 Grabherr, M., R. Jager, M. Miller, C. Thalmaier, 
J. Herlein, R. Michalzik, K.J. Ebeling. "Bottom-
emitting VCSEL's for high-CW optical output 
power," Photonics Technology Letters, IEEE , 
10,8 (1998): 1061–1063. 
7 “Optek OPV310 Data Sheet,” Optek, Inc.,  
Accessed May 10, 2012, 
http://www.optekinc.com/datasheets/OPV314.pdf. 
8 “DET210 Data Sheet,” Thorlabs, Accessed May 
10, 2012, 
http://www.thorlabs.com/thorcat/2200/2201-
S01.pdf. 
9 Aull, B.F., A. H. Loomis, D. J. Young, R. M. 
Heinrichs, B. J. Felton, P. J. Daniels, and D. J. 
Landers, “Geiger- mode avalanche photodiodes 
for three-dimensional imaging,” Lincoln Lab. J, 13 
(2002): 335–350. 
10 Kennedy, D.R., “History of the Shaped Charge 
Effect: The First 100 Years,” March 1990, 
Defense Technical Information Center, Accessed 
June 30, 2012, www.dtic.mil/cgi-
bin/GetTRDoc?AD=ADA220095.	  

7 May 2013 Journal of Undergraduate Research in Physics MS12017EXR

4



���������	
����������
��������


�������	�
���

��������	�
������������������������������������������������

���	���	
����������������������������������������������������������������������	��������������������������������

���������������������������������������������������������������������������������������������������������

��������������������� �!���������������������������������������������	���������������������������������

����������������������������������������������������������������������������������������������������������� �

"������������������������������	��������������������������������������������������������������������������

��#� �"����������������
����������������������������������������#����������������������������������

��������������������������������������������������������������������������������������������������������

	������������������������������������������������ ��

��	�����	���
$�����%����������������������������������������

��������������#������������������������������������

�����������������	�����������������������������

�����������������������	���������������� �!��

���������������������	����������������������

�����������&�������������������������������������

�&���������������������������������������	���	��

������������������	����������������������������������

���������������������������������������������������

���������������� 

"������'����������������()*����#����������������

��������������������������������������������������

�������������������������������������������������������

��������������������� �'�����������������������

������������������������������������ �'������%��

������������������������������������������������������

��������������������������������������������������

���������	�� �'��#���������������	���������������

������������������������������������������������

����������������������������	�����������������������

�����������������������������������������������������

��������������������������������#���������������������

����� 

"������������������������������������������������������

����������������������������������������������������

����������#��������������������������������������������

������������������������������������������������

��������	��� ��!�����������������������������

������������������'�������������������&����������

��������������������������������������������������

��������������������������������������������+

������������������������������������ ��!��������������

�������������������������������������������������������

���������������������������������������������������������

��������������������������������������������������

����������������������������������������������������������

����������������������� �

�����	����
�������	���


!�������������������������������������,�����-����������

�����������	������������������������������ �

.����������-�����������������������������������������

���������������������������� �,���������������������

/������������������,������-���������������&��������0+

0� �1����������������������������������	��������

��������������	�����������������������������������

21����3���

�
����������

�

����������������24,3�������	�������������������

 ��
)5� �

����

 

6,����������������������������������������,������&��

!���������������������������������-����������������

�������������������������������� �.����������,�����������

���- �"��������������&�����������������-%��������

�������������������������������,%�����������������7

 �� ��
!��!)

"�

� #��
#�
"�

�

 �� ��#�  

!���������������������������������������������������

�����������������������������������������������7

 ��
)5��

�
� ��

� ��� $

)
� ����� � $

��� � ��  

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR



!�����	��������������	�������������������������

����������������	���������������������������������

�������������������

%��% $ �

����������������������������������������������������

���������������2������3 �,�����������8������)�����+

����&�������������������������������+����&�$��������

�������������� �"��������&���������������������

������������#����������������������������7

� ��� ��� $�� $

�

)
��

)�
��

��
�

�

)
� $

) �
��

� $
 

"������������������������������������	���������

������������������������������������������7

	�& ��	�& $

� �'�� ����!���� $'� $��� �! $� ��

������9��������������9�����(:�������� �

!������	�������������������������������������������

���������������������������������	��������������

	��������	����� ��8�����������������������������������

������������������������	����������������������������

����������������������������������������������

����������������������������������������������������

�������	����������������������������7

)

� � ���� $ � $
!�#����������������������������������������

����������������������

� $�
� � ��

� $
����

��
)�� $

) �
);<

��
�

);<

� $
�������	����	�����������������7

���� );<

�� ��� $�
	
� $
� �

 

"�����������������������������������	��������

����� ������ ��

��

������  ��
)5��

����

������

 ��
)5��

=

)

���
 

!��������������������4,�����������	����������������

 �� ��#� ���������7

)5��

�
�

)5� �

=

)

���
�#�

���(���)*�+$����������������������������������������(�������$���������������(�� �

$������%����*

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR



$�������������	�����������������>��������������

� $�
�);<

, � )5� �

=

)

���
�#���

)

=

���
�

����������	��������� ��!��������������������������������

�������������������������-��������������������������

���������������������������������������������������������

��������������������������������������������������������

, 

��������

"����	�����������������������������������

��������������������������	���28������=3������������

1����������������������::��)::�����=::�#��������

����������>�����?���:��):��?:��@:��A:���::���):������

�?:� ��"�������������&�������������������������

�����������-������������%�������������
�������	������

�������������������

-���'��$���@ ??&�:
@
'  

!����������������������������������������������������

��������������������������������������������������������

���������������������� �!������������������������������

����

���#��%���������������������������&������������������

�������������������� �"����������������������

�����������������������������������������������

,�����������!�������������������������� �

6B���������6+8��������������������������������

��������������������������7

� !���������������������������������

2������������������#���������3������������

	������������������������ 

) !������������������������2��3���������

�����������������������#��������� 

= C�����������#����������������������������

��������������������#����������2	�����������

���	���3 

8��������������������������������������������

�����������-���������������28������?37

-�����������������%��)���0���������������������

��	������������������

����#���������������7 ����(��'�  

"���&�������������������������������������������

��������������������������������������������

�
�'

��
�����'

��

��
&
�'

��
�-�(��  

���(���.*������������������������$������������������������������������������������

�����(�������$�����������*�+$����������������������$�������������/*

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR



?

������)*����������+�����$$�����������+$����������

,�������� 0����������

2#�3 2�3 2�D�3 2�3 2�3 2�D�3

�:: @ ?E&�:F@ EA*= ? @ ?@=&�:F@ EA*�

�: @ ?*=&�:F@ EA?A

): @ ?=E&�:F@ EA?=

?: @ ?:=&�:F@ $D,

):: @ *E&�:F@ EE(= ? @ *@=&�:F@ EE(�

�: @ **=&�:F@ EEA(

): @ *=E&�:F@ EEA?

?: @ *:?&�:F@ EEE?

@: @ ?E�&�:F@ EE@?

A: @ ?=E&�:F@ EE*?

�:: @ ?:?&�:F@ $D,

=:: @ @E&�:F@ EE=* ? @ @@=&�:F@ EE==

�: @ @*?&�:F@ EE=:

): @ @=E&�:F@ EE)*

?: @ @:?&�:F@ EE�@

@: @ *E�&�:F@ EE:@

A: @ *=A&�:F@ E@(@

�:: @ *:*&�:F@ E@A@

�): @ ?E)&�:F@ E@E@

�?: @ ?=(&�:F@ $D,

�
�

	
��� >� �

�
	

�

�
��
G��

�����

�
��
G��

�����

�
��
G��

�����

����(���0*��������$����/����������'�1�'('���������������$��������������'$��������������� �
�����(��*�����'�1�'('���������������$���������022��'���������(������1���'���������������������� �

)22��'*

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR



H�������������������������������&������������������

��������

�-�(�� �����'
��

��
�

����������&�������������������������������������������

�����������������������������������������

��-�(��

' ��������

��
&'�'��-�(�� � �

������������	�����������������������������������������

�����������������������7

�� -�(��

'��-�(�� � ��������

��
 

"������������������������7

�-�(�� �����
��

'��-�(�� �
�� ��

� ��� �� �'��-�(�� ������  

�"������I�:

������ 3������ ���'������� �

���������������������������������������������

 

*

����������� ���'��-�(�� �

'�
�

8������������������������������������������-����

�������������������������������������������������

��#������������������������ ���� & ����� ����

���	���������

���� �������� ���'��-�(�� � ��

'�
�

� ���
'�

-�(��

����

���������

���� �  

!������������������������������������������������

�����������-��������������������������������������	���7

' $���-�(�� ���
' � �'��'$��  

���(���4*�+$����������������(��������$�����������������������������������$������*����������� �

���(�����/��������������������������������������/�*

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR



"����������������	���&�������������������������

�����������������������������������-�

��������������28������*37

���(��'�
����� �� �'��-�(�� ������ �

������������������������������I:������	I	� �,��������

�����������	I	�������I���������������������	����������7

������ ������ ���
'�

'��-�(�� � ��
�  

"���������	����������������������������������������

���������������������������

� ���
'�

-�(��

����

���������
���� �  

�������	���

!����&������������������������������������������

������������������������������������������������-�����

�

�

@

������������������� �'���	�����������������

����������������������������������������������������

���#������������������������������������������ 

"���������#��������������������������������������,�

����-�������������������������=::�#�����	������1�����

���������������-����?::�#�����������������������, 

.����������-��������������������������������

���������������� ��.����������-����������������#������

������������������������������������������������

������������������������������� ��,�������������������

�����������-���������*�#�����������������������, �

.����������-�����������2��������������������3����

�)::�#���������+��+��������?�#�D���������������	��

	�����������*::��D� �B�������������������,��������

�������������������������������������� �!������������

������������������E:#� �!���������������1����2<3�

�������������������* (A&�:)?�#�������������2�3�

@ =E&�:@���������������	������������������2;3�

@ @E=&�:+���$�)D#�) 

���(���5*�+$��������������������������$��������������������������������(����������������������� �

����������������������$������*�����������(�����/����������������������������������/�*

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR



!���������������������������	����������������������

� ��-������(���@ @E&�:
@
'  

!������������	�����������=::�#�������������7�

���������� �EE=*'  

!��������������������������������������������������

���������������������������������7

� ��
���

�

�� ����
"�������������������������������,�����-�2?::#�3�

�)�������������������������������,�����-�2*#�3������

������������������������������������������������-���#����

����>�����)* *==� �

!������������������	�������������������������

� $�@ @)A:*A&�:
@
'  

"�������	����������������������-�������������������

���������������������������������������������7

� $ &'���-���'��$���@ =E&�:
@
'�E&�:

?
'

� $ &'���@ ??&�:
@
'

� $��� $ & '���

@ @)A:*A&�:
@
'�@ ??:&�:

@
' �����

��������������������������������������������

���������� 

!�����������������������-������������������

���EE)) ='    
!���������������������������������-��������������

�������������������

� ���
'�

-�(��

����

���������
���� �

� ���
�):: ��

? ��  
����

�EE)) ='  �EE=*'  �
�*::'  �

� ���) *=   

!���������������������������������������������������

������������������������������������������������������

����������������������������������������������������� 

!����������������������&��������������������� �!���

�����������������������-���������������������������

��������

E

' � �'��'$��

' $���-�(�� ��� �� '$����: �) ��

' � ���A( AA��  

!���������������������������������-�������������#������

��������������������������

� ���
��A( AA#�

?#�  
����

�EE)) =�  �EE=*�  �
�*::'  � �

���������������������������������������������������

��������������

� ���) *�  G� � ���) *=   

!����������������������������-�������������������������

�����������������

' $���-�(�� ��� � '$����: :? ��

' � �'��'$�����A( AA#���: :?#�

' � ���E( A?��  

� $�
�);<

,
�)5

�@ @E&�:
@
'�

=

)

���
�)* *==���

)

=

�@ @E&�:
@
'

���� );<

�@ @E:&�:
@
'�@ @)A:*A&�:

@
'�

	
@ @)A*A&�:

@
'

@ @E&�:
@
'

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR



����������


!�������������������������������������

���������������������������������������������: :)�

���������������������������������������������

��������������������-���������������������������,� ��!����

����������������������������������������������������

�������������������������������� ��,���������

�������	���������������������������������������������

���������������������������������������������

������	���	�
��
��������

!�����������������������������������������������������

�����������,�����-����������������������

�������������������������������������������������- �

!��������������������������������,�����-������������

����* **#���������D������������������������

�����������- �!�����������	�������������������	����

�����������������������������������������������������

��������������������������������������������������

������������������������������������	�������������������

�������� 

��������
�

���<�I������������������������1��������'&���

;�I����	��������������������@�@E=&�:+���6'.7��.

	����I��������������������������������������������'7

���I���������������	���������'

���I����������������	���������'

4,�I����������������������,����

�����I�.�����
������������������&���������

��������������������'

4-�I����������������������-����

J,�I�����������������������������,�������7

>��I������������������������������������������

��I��������������������������������������

�����������-�����������������C�����'.7

	��I�������2�������������3������������������	������

�����������-����������������������������������������'7

��I��������������������-������

�������I����������������������������������������-�

��������������������������

!������I������������������������������#������

�����������-�����6

��I����������������������������-����'7.

��I���������

������I���������������������������������7

	����I����������&�����������������������������	�����

A

�����������-�����'7

����I����������������������������������������&���������

����������

������I������������������������������������������

���������������

��I�������������������������������������,�����-����'

���I�����������������������������������,�����-����'

���I������������������������������������������-

���������I�������������������������

���������� ��	�


,�������������#������������������������������

�������������������B� �<��������-������������

�������������������������������������������������

��������������������������������������	�������������

�	����������������������� �H��������������#���������#�

����'�������0 �"��#���'�����������������8�������

,����������	������������������������������%��

��������������������):�)�8������������������'������

������������������ 

!���������


K�L -�����8���������4 ������1 ���������M������� �

NO�����������4��������7�1�����������

<������� NP��������������������

���������7��������� �*����� �$���Q��#7�

<�;���+'������(AA �E)(+A)@ �4���� �

K)L ����������,���������������4��������1����� �

)::E �R!���,��������������������������

-�����S�H������������������������
���8�

������� �����*��*A+�@�������������� , �

<������ �4��&���4�����������������������O 

K=L "������'������ ��(@: ��������������������� �

��������������&�"���������7�$,.,�

!���������!�����������8+??

K?L ������#��������������B�	���'�������������

O�������. �O���� ��((� �� ����&�4���

%������&�9��*)*�M����"�����T�.�����H����

$���Q��# 

+��������� �� �$$������

��� �

��

������ �
�

?::#��*#�

)

EE=*�  �EE)) =�  
��* **

�'

'
��

29 March 2013 Journal of Undergraduate Research in Physics MS12012THR


	Volume26_Paper1
	Introduction
	Globular Cluster Data Selection
	Isochrone Fits
	Measured versus Expected F-Turnoff Absolute Magnitude Distribution
	Age-Metallicity Relationship
	Conclusions
	Acknowledgements

	Volume26_Paper2
	Volume26_Paper3
	Volume26_Paper4
	Volume26_Paper5



